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ABSTRACT. Objective: Research on individual differences in drinking rates and associated problems among college students is reviewed. Method: Studies are included if completed within U.S. college and university samples and found in published scientific literature as identified by several searches of national databases. Results: The resulting review suggests first that the extant literature is large and varied in quality, as most studies use questionnaire responses from samples of convenience in cross-sectional designs. Evidence from studies of college samples does consistently suggest that alcohol is consumed for several different purposes for different psychological effects in different contexts. A pattern of impulsivity/sensation seeking is strongly related to increased drinking among students. This pattern is supported by research into personality, drinking motives, alcohol expectancies and drinking contexts. A second pattern of drinking associated with negative emotional states is also documented. Some long-term consequences of this second pattern have been described. Social processes appear especially important for drinking in many college venues and may contribute to individual differences in drinking more than enduring personality differences. Conclusions: Future research efforts should test interactive and mediating models of multiple risk factors and address developmental processes. (J. Stud. Alcohol, Supplement No. 14: 40-53, 2002)

THIS REVIEW addresses individual variation in drinking among college students. The review is based on the observation that alcohol consumption is not uniformly extreme in the population. For example, in an analysis by Wechsler et al. (1999), the statistical average for consumption of alcohol in a week by a college student is about five standard drinks. Variability, however, is high. In the Wechsler et al. (1999) report, the top 17% of the sample (those students who drink heavily and frequently) consumed 68% of all alcohol drunk by college students. The 56% of students who do not drink heavily consumed only 9% of the total alcohol consumed. Which college students drink most and have the most problems as a result, and why do they do it? How do they differ from their moderate drinking or sober peers? The focus of this review is both to identify and understand this variability.

Variables that might account for this variability cover a wide range of biological, psychological and social factors, and this review will cover only a subset. In particular, other reviews in this series will address: the relationship between basic demographic variables and alcohol consumption, including age, gender and ethnicity (O’Malley and Johnston, this supplement); broad or distal aspects of the college environment, such as alcohol availability and pricing, advertising, legal and university rules and regulations and enforcement (Toomey and Wagenaar, this supplement); and models of risk based on understanding of human development (Schulenberg and Maggs, this supplement). Reviewed herein are studies of stable individual characteristics in relation to drinking, including family history, genetics and human personality as well as psychological processes concerning the perceived effects of alcohol, motivation to drink, interpersonal (social and peer) relations and social norms. Studies concerning the impact of immediate or proximal college-specific social contexts and activities that students select (e.g., athletics or fraternities) are also addressed. It is noteworthy that social contexts and activities represent factors that influence drinking at both individual and social levels.

Studies are included if completed within U.S. college and university samples and found in published scientific literature as identified by several searches of national databases by searching both title and abstract for reference to college or university. No age requirements were imposed within the search; the vast majority of studies assess undergraduate students between the ages of 18 and 21. Studies published before 1985 generally are summarized based on a comprehensive review published in 1986 (Brennan et al., 1986a,b). Key or exemplary studies will be highlighted, rather than all studies catalogued. Following a commentary on methodological issues, the research literature with respect to college student drinking will be reviewed moving from micro to macro levels of effects and developmental
course. Specifically, differences based on genetic and family history factors will be reviewed first, followed by research on aspects of personality. More psychological and potentially variable constructs of drinking motivation and alcohol expectancies are reviewed next, followed by research on social factors. In a concluding section, the results from this review will be considered relative to broader developmental models of alcohol-related problems etiology and future research agendas.

**Methodological Considerations**

Many studies of individual variation in college drinking follow a similar format. Questionnaires measuring something about individual differences (e.g., aspects of personality) and self-report questionnaires about some aspects of drinking habits (e.g., frequency of drinking) are administered to a group of college students. Students are often taken from college classes (typically psychology courses) as convenient volunteers. Self-report questionnaire responses are then related to some aspect of drinking behavior. Although such studies do provide a starting point for future research, they can be quite limited with respect to interpretability and generalizability. A brief review of these methodological considerations is necessary before presentation of research findings.

First, student factors as indices for risk for drinking can be evaluated only with respect to some agreed-on standard for measuring drinking behavior. Unfortunately, the research literature is not consistent in how drinking is defined or measured among college students (Heck and Williams, 1995). To complicate matters further, the literature on adolescent drinking seems to suggest that different models of risk (relationships between individual differences and drinking behavior) may be found depending on how drinking is defined and measured (Baer et al., 1998). For this review, two classes of drinking measures are generally considered: drinking rates or levels (quantity and frequency of alcohol consumption) and drinking-related problems (negative consequences of drinking, including dependence and misuse diagnoses).

Second, design features often limit interpretations of observed relationships. Much of the research on college student populations uses measures that have not been developed carefully (or information on the quality of questionnaires simply is unavailable for the reader). Alternative explanations of results (e.g., the presence of third variables that account for relationships) are not often tested. Multiple measures of the same theoretical underlying constructs are rarely used to control for artifacts of measurement method. In addition, there are very few observational studies of college student drinking in relation to individual differences. Longitudinal designs are also quite exceptional. Without methodology to rule out many alternative explanations for statistical relationships between the individual differences and drinking, causal interpretations generally cannot be made with confidence.

Third, the students who are actually involved in social-psychological research on college campuses pose an additional and key threat to the meaning and generalizability of much research on college drinking. As noted above, the typical study uses volunteers, often for extra credit in a psychology course. These “samples” of college students are used to study the “population” of college students. Yet volunteers from psychology classes may or may not be representative of all students. Thus the relationships observed in the study may not be true for other students. This is particularly important when the full range of an individual difference may not be present in the study sample (i.e., mild social anxiety, moderate anxiety in public speaking, severe anxiety resulting in clinical diagnosis). Very few studies of individual variation in college drinking attempt or succeed in generating samples of students that are documented to be representative of broader college populations.

Finally, statistical variation beyond that expected by chance (e.g., the accepted standards for “significant” findings) does not necessarily provide measures of the magnitude of differences observed. Many differences are described in social-psychological research that are simply too small to be used by policy-makers and prevention specialists to target programs and policies.

Despite this generally poor methodological quality in most studies, several consistent relationships have been observed. A few particularly well designed studies have been published in the past several years, and these will be described in more detail.

**Family History and Parents’ Behavior**

There has been great interest in the role of genetics and family history in the etiology of alcohol-related problems. However, relatively little research on the genetics of alcoholism has focused specifically on college students as a clinical population. Perhaps this is due to the fact that college students, on average, do not show signs of severe alcohol dependence even though a subset of students sometimes drink great quantities of alcohol. Further, research is at best mixed in documenting that college students with parents who have alcohol-related problems drink more or have more alcohol-related problems than their peers from nonalcoholic families. For example, Engs (1990) reported that rates of drinking were indistinguishable comparing college students who do and do not report a history of parental drinking problems. Alterman et al. (1989) and Havey and Dodd (1993) reported similar results (for a study of a female sample, see Bogart et al., 1995). Kushner and Sher (1993), in contrast, reported considerably higher rates of alcohol use disorders among Children of Alcoholics...
(COAs) (35%) compared with non-COAs (16%) in a large sample of college students first assessed during their freshman year. Perkins and Berkowitz (1991) and Pullen (1994) also reported increased rates of alcohol-related problems for COAs compared with non-COAs. Rodney and Rodney (1996) found that black male COAs reported greater drinking than black non-COAs.

It is difficult to reconcile these disparate research findings. It is possible that larger samples are needed to detect relatively small COA effects (e.g., Alterman et al., 1989, studied less than 100 students); however, Engs’ (1990) study was completed on a quite large sample of almost 1,000 students. Studies also vary in the way that family history is measured and defined. Studies that define family history quite conservatively (i.e., based on alcoholism treatment of parents) and rule out adoptive parents and stepparents to study genetic influence result in lower rates of COA membership and may be more likely to find different rates of drinking problems based on COA status (e.g., Kushner and Sher, 1993). Studies using broad assessments of family environment (Engs, 1990; Havey and Dodd, 1993) were among those failing to find COA effects. It is also possible that COAs do not necessarily drink at greater rates than other students (see Engs, 1990) but do report greater alcohol-related problems as a result (Kushner and Sher, 1993). Yet the self-report nature of studies of alcohol-related problems may limit confidence in results. Relative to non-COAs, COAs may be more willing to acknowledge or label behaviors as problems based on experiences growing up (George et al., 1999). For example, Pullen’s (1994) study is based on Michigan Alcoholism Screening Test scores for students, which could be biased by Alcoholics Anonymous attendance for other family members. Given the somewhat select nature of populations of college students (i.e., college students must show promise in prior educational activities), it is also quite possible that those individuals with greatest risk for alcohol-related problems never enroll in the colleges where the research is conducted. Studies of COAs among college populations thus may include only the relatively successful COAs. This effect should be greatest within more elite institutions with highly competitive entrance requirements. In summary, although it appears likely that COAs within college populations may be at some increased risk for alcohol-related problems, the inconsistency of the research evidence suggests that it may be a smaller or more variable risk factor than when studied in other populations.

Independent of genetic risk, the behavior of parents, both generally and with respect to drinking, has been studied as a predictor of college drinking. Brennan et al. (1986b) reviewed 10 studies examining parental reports of drinking practices and students’ reports of drinking practices. Eight of these studies showed positive but small effects, suggesting that drinking among college students was associated with increased drinking by their parents. Studies were inconsistent with respect to gender differences, with some suggesting the effect was stronger among men and some studies suggesting the effect was stronger among women. All studies were based on student perceptions of parental behavior, which could easily be confounded by the students’ own drinking practices and perceived norms for drinking.

It is possible that problems with generalized parenting skills, not restricted to parental alcohol use, are associated with college students’ adjustment, which then indirectly affects alcohol use; this indirect relationship has been described in research on adolescent alcohol use (see Baumrind, 1991; Colder and Chassin, 1992). Among college students, MacDonald et al. (1991) reported that a family history of depression was predictive of alcohol misuse, but not a family history of drinking problems. Weiss and Schwartz (1996) tested Baumrind’s framework for effective parenting with college students and documented that more poorly adjusted college students, including those using substances, more commonly had unengaged and authoritarian-directive parents. There is some suggestion that the relationship between parent and college student drinking exists only when the parent-child relationship is experienced as close (Jung, 1995) or the students perceive themselves as similar to the parent (Fromme and Ruela, 1994).

**Personality**

Studies of student personality are among the most common with respect to alcohol use. Personality typically refers to characteristic ways of thinking, feeling and acting that show some consistency when measured across situations and over time. Research on personality and alcohol use and misuse here is organized based on three, broad-based personality constructs: impulsivity/disinhibition, extraversion/sociability and neuroticism/emotionality (Sher and Trull, 1994; Sher et al., 1999).

**Impulsivity/disinhibition**

One of the most consistent findings in Brennan et al.’s (1986a) review, demonstrated in 20 studies, was that a general personality dimension described as “impulse expression/sensation seeking” was associated with drinking more frequently, in greater quantities and with more negative consequences among college students. In these early studies, heavier drinkers were described as pleasure seeking, extraverted, impulsive, rebellious and nonconforming. This relationship appeared true for both men and women and for studies of observed behavior as well as self-report. Several studies in the Brennan et al. (1986a) review also documented that heavier drinkers consistently endorsed attitudes that were permissive of heavy drinking.
Since 1985, this relationship between a personality style of sensation seeking, disinhibition and nonconformity has been replicated consistently. College students described as impulsive (Camatta and Nagoshi, 1995) and disinhibited (Clapper et al., 1994); scoring higher on Minnesota Multiphasic Personality Inventory (MMPI) scales of Psychopathic Deviate and Hypomania (Valliant and Scanlan, 1996); with a history of deviant behavior (MacDonald et al., 1991), sensation seeking (Arnett, 1996; Johnson, 1989) and non-conforming (Havey and Dodd, 1993) drink more heavily and more frequently than other students. Students with a history of deviant conduct not only drink more before entering college, but increase their drinking rates to a greater degree on college entry (Baer et al., 1995). One study documented a relationship between anger and drinking problems as well (Leibsohn et al., 1994).

Nonconformity and deviance can also be implied by use of multiple substances and early life initiation of alcohol consumption. College students who report using marijuana and cigarettes are more likely to drink heavily (Wechsler et al., 1995). That heavy drinking does not always begin in college has now become firmly established. Gonzalez (1989) reported that only 7% of university students in Florida began drinking in college. This estimate is consistent with national studies of alcohol initiation, which typically begins in teenage years, before college (Johnston et al., 1995).

In Gonzalez’ (1989) study, students who began drinking earlier in life, particularly beginning in elementary or middle school, reported higher levels of drinking and greater alcohol-related problems than those who began in high school or college. This pattern has been noted in a study of a historically black college (Lo and Globetti, 1993). Clapper et al. (1994) further demonstrated that early onset of drinking was associated with rates of drinking among first-year college students even when personality and peer use variables were controlled. Wechsler et al. (1995), in their study of 140 campuses, found that the frequency of heavy episodic drinking in high school was predictive of the frequency of heavy episodic drinking in college when controlling for a variety of other individual difference measures.

The construct of sensation seeking and impulse expression and nonconformity encompasses a variety of trait adjectives and behavioral tendencies as noted above. Research to date has not demonstrated that particular or specific aspects of this general concept are more risky or important in the prediction of heavy drinking and problems than other aspects. Specific aspects of this general construct could represent noise or error in assessment of the general construct. At least one study (Earleywine et al., 1990) found that the relationship between measures of personality risk for drinking (California Psychological Inventory Socialization scale and MMPI MacAndrew scale) and self-reported drinking practices among college students was greatly increased when the personality measures were treated as indicators of a single underlying construct. Based on this analysis, fluctuating relationships between measures of personality traits relevant to impulse control and measures of drinking could be due to unreliable assessment. On the other hand, it is noteworthy that the Disinhibition subscale of Zuckerman’s Sensation Seeking Scale, which has been used frequently in this research, does contain items that specifically ask about alcohol use. A careful analysis of this scale, using college students as subjects, suggests that relationships between drinking and disinhibition could be exaggerated (Darkes et al., 1998).

Religiosity/conventionality. Consistent with research indicating that students who are more rebellious and less conforming to traditional values drink more, several studies show that students who are more religious and more committed to traditional values drink less. For example, the reasons students give for limiting their drinking have been characterized as reflecting their upbringing, performance, self-control and self-reform (Greenfield et al., 1989). In Wechsler et al.’s (1995) report on surveys of 140 colleges, the belief that “religion is important” was significantly and independently related to reduced frequency of heavy drinking. Engs et al. (1996) similarly noted that students who endorsed a questionnaire response that “religion was not important” drank more heavily and reported a greater incidence of drinking problems compared with others. In a survey of 264 college students, Patock-Peckham et al. (1998) showed that students with no religious affiliation drank more frequently and at a higher quantity but did not have greater problems than those with religious affiliations. Lack of religious affiliation was also associated with higher perceived drinking norms in this study. Lo and Globetti (1993) documented this relationship among students of a historically black college, and Poulson et al. (1998) documented a similar relationship, but only among southern women college students. Perkins (1994) also suggested that religiosity may protect against heavy drinking under contexts of greater ambiguity about drinking (less constraint). In this data set, the relationship between religiosity and drinking was greatest among men at periods of more permissive norms and when men perceived norms as more permissive.

Extraversion/sociability

The personality dimension of extraversion/sociability has also been investigated as an individual difference predictive of drinking in college students. Students rated as extraverted (Martsh and Miller, 1997) and those who rate parties as important (Wechsler et al., 1995) have been shown to drink more than other students. This relationship may be particularly relevant within college populations compared with both younger and older samples. Research examining
this relationship in noncollege populations is mixed (Wood et al., 2001). As reviewed by Wiggins and Wiggins (1992), some studies find relationships between sociability and drinking that are positive but weak, and many do not find the relationship at all. Nezlek et al. (1994), however, argued that even among college samples the relationship between drinking and sociability is likely quite complex. By analyzing daily logs of drinking and social activities of college students, Nezlek et al. suggested that the greatest intimacy was experienced by students who drank heavily occasionally. Those who did not drink reported less intimacy and less self-disclosure, and men who drank heavily frequently rated their interactions as less intimate than any other group of men or women. Nezlek et al. suggested that students who have some heavy drinking experiences (but not a great deal) appear most integrated into the college community. Thus extraversion/sociability may be related to drinking rates among college students, but less related to drinking problems. More research is needed to better specify the nature of this relationship.

Neuroticism/emotionality

The Brennan et al. (1986a) review also revealed mixed support for a relationship between drinking patterns of college students and anxiety, depression and other indices of emotional distress. Two studies were noted to find positive, but weak relationships between high neuroticism scores and frequency of drinking, but not quantity. Two different studies found relationships between extremely high scores on trait anxiety and negative consequences of drinking. These relationships were typically greater among female college students than among male college students. However, at least two studies reported the inverse relationship—individuals who drank more frequently experienced less anxiety than those who drink less frequently. Brennan et al. (1986a) documented four studies showing a relationship between drinking and sociability is likely quite complex. By analyzing daily logs of drinking and social activities of college students, Nezlek et al. suggested that the greatest intimacy was experienced by students who drank heavily occasionally. Those who did not drink reported less intimacy and less self-disclosure, and men who drank heavily frequently rated their interactions as less intimate than any other group of men or women. Nezlek et al. suggested that students who have some heavy drinking experiences (but not a great deal) appear most integrated into the college community. Thus extraversion/sociability may be related to drinking rates among college students, but less related to drinking problems. More research is needed to better specify the nature of this relationship.

Neuroticism/emotionality

The Brennan et al. (1986a) review also revealed mixed support for a relationship between drinking patterns of college students and anxiety, depression and other indices of emotional distress. Two studies were noted to find positive, but weak relationships between high neuroticism scores and frequency of drinking, but not quantity. Two different studies found relationships between extremely high scores on trait anxiety and negative consequences of drinking. These relationships were typically greater among female college students than among male college students. However, at least two studies reported the inverse relationship—that individuals who drank more frequently experienced less anxiety than those who drink less frequently. Brennan et al. (1986a) documented four studies showing a relationship between variables such as loneliness, frustration, depression and boredom and drinking frequency, quantity and consequences among female college students but not male college students.

More recently, Camatta and Nagoshi (1995) reported a positive correlation between stress, depression, "irrational" beliefs (thought to be a hallmark of depression) and alcohol-related problems. Regression analyses further suggested that the depression mediated the relationship between stress and alcohol-related problems. Although this study was limited by the convenience nature of the sample, and the fact that the sample was not balanced across gender, the multivariate analyses included measures of impulsive-ness and venturesomeness, thus testing a model with both primary dimensions of personality present. Pullen (1994) also reported depression and state anxiety as predictors of drinking problems. Comorbidity between alcohol misuse and depressive disorder was noted by Deykin et al. (1987) in a study of 424 college students. Based on retrospective self-report, the onset of depression was reported to precede the onset of alcohol misuse.

Alcohol may also be used to manage anxiety. Kushner and Sher (1993) documented increased comorbidity between anxiety and alcohol diagnoses. In this study, alcohol diagnoses were almost twice as likely among those with anxiety disorder compared with those without. This finding is particularly strong given that the research sample was selected as representative of students (not convenience) and that a diagnostic interview was used to assess anxiety disorders. Kushner et al. (1999) followed up with a longitudinal analysis after the same sample had been followed for 7 years. Results suggested reciprocal causal relationships over time. Having an anxiety disorder at either Year 1 or Year 4 significantly increased the likelihood of an alcohol disorder in Year 7. Similarly, the presence of an alcohol disorder in Year 1 or Year 4 significantly increased the likelihood of anxiety disorder in Year 7. It is noteworthy that this relationship may be specific to higher levels of anxiety (levels that result in clinical diagnoses). As noted above, studies are mixed with respect to moderate levels of social anxiety predicting alcohol use (Brennan et al., 1986a).

In the Brennan et al. (1986a) review, five studies documented a relationship between frequency and problems of drinking and lower self-esteem, although one study specifically tested for this relationship and did not find it (Ratliff and Burkhart, 1984). In the Brennan et al. (1986a) review, there was some suggestion that the relationship between self-esteem and drinking was stronger among females than males. More recent research by Corbin et al. (1996) replicated the relationship between increased drinking and lower self-esteem only among females. Walitzer and Sher (1996) followed this line of research with the same sample of college students noted above who were assessed annually over 4 years of college. Walitzer and Sher found that low self-esteem at baseline prospectively predicted alcohol use disorders at 3- and 4-year follow-up among women only. It is noteworthy that Walitzer and Sher tested and ruled out the reverse effect, that heavy drinking or drinking problems creates low self-esteem. The prospective and multivariate nature of the Walitzer and Sher study lends considerable confidence in the observed relationships. It is also noteworthy that alcohol-related problem diagnoses represent a more stringent test of a relationship between self-esteem and drinking problems than most studies that examine only drinking rates.

Drinking Motives, Alcohol Expectancies and Perceived Norms

A considerable amount of research has investigated cognitive factors in the prediction of individual differences in
drinking rates and associated problems. Drinking motives refers to the need or psychological function that alcohol consumption fulfills and are typically assessed by responses of students to questionnaires about their reasons for drinking. Different motives for drinking are thought to relate to primary psychological effects that are experienced with the consumption of alcohol. A related concept is that of alcohol expectancies, defined as specific beliefs about the behavioral, emotional and cognitive effects of alcohol. Alcohol expectancies are also typically assessed by questionnaires, which ask respondents to rate the likelihood and/or value of specific behaviors or feelings thought to occur with alcohol consumption. Perceived norms refer to ratings students make about the acceptability and typicality of various drinking behaviors. In essence, the assessment of perceived norms is an attempt to measure students’ understanding of the social support and acceptance of drinking practices.

**Drinking motives**

Brennan et al. (1986a) identified eight studies examining different motives for alcohol consumption among college students. Two general types of drinking motives typically emerge in studies of college students: drinking for social purposes and drinking for emotional escape or relief. In the Brennan et al. (1986a) review, five studies associated escape motives with increased drinking and related problems among college students. However, at least one study documented increased frequency of intoxication associated with motives to drink for “getting drunk” (Wechsler and Rohman, 1981).

More recent research suggests that both classes of motives are likely important, perhaps for different individuals for different types of outcomes. Haden and Edmundson (1991) reported that, in contrast to predictions of other drug use, alcohol use rates were better predicted by social motivation than by personal motivation (although both motivations were significant predictors of drinking within a regression model). Bradley et al. (1992) similarly reported that positive social motives were related to alcohol-related negative consequences, in addition to negative personal motives. A study by Billingham et al. (1993) suggests the presence of gender differences in the function of drinking motivations. Billingham et al. found more reasons for drinking that actually related to drinking categories (moderate versus heavy) for women than for men. For women, factors such as “drink to get drunk,” “forget disappointments,” “feel good” and “get along better on dates” all contributed to a multivariate discriminate analysis. For men, fewer factors emerged, and one, “drinking to get drunk,” accounted for most of the multivariate prediction.

Cronin (1997) developed a “reasons for drinking” scale with three primary dimensions: social camaraderie, mood enhancement and tension reduction. Social camaraderie entered first in regression models predicting drinking rates, but mood enhancement entered first in prediction of alcohol-related problems. In most models, all three motivations demonstrated unique predictive potential. Finally, Carey and Correia (1997) sought to use drinking motivations to understand the relationship between drinking rates and drinking-related problems among college students. Carey and Correia found that negative reinforcement motives accounted for variance in alcohol-related problems beyond that accounted for by drinking rates. Positive reinforcement motives did not significantly contribute to the multivariate analysis. The authors concluded, based on additional analyses, that both positive and negative reinforcement motives contribute both indirectly and directly to account for drinking problems. Gender did not interact with these effects.

It is noteworthy that none of the studies just described pertaining to drinking motives were longitudinal in design, and all used samples of convenience. Thus the generality and the potential causal nature of relationships between drinking motives and drinking rates and problems remain to be demonstrated. One recent longitudinal study is an exception, however. Perkins (1999) reported that stress-motivated drinking became relatively (to other motivations) more prevalent after college graduation, and at this later time is associated with increased drinking rates. Interestingly, this relationship appears sooner after college graduation for women than for men.

**Alcohol expectancies**

In the last 10 years there has been considerable interest in how alcohol expectancies relate to the use and risks associated with drinking. It is thought that the cognitive representation of the effects of alcohol affects decisions and motivations to drink and may reveal more problematic or risky patterns of use. Considerable research has taken place with college students. Brown (1985) showed that alcohol expectancies yielded better predictive capacity for college drinking than did demographic variables. Further, social drinkers were shown to expect social enhancement from alcohol, whereas problem drinkers were more likely to expect tension reduction from alcohol. Thus alcohol expectancies not only increased the predictability of college drinking, but were differentially related to problematic and nonproblematic patterns of college drinking as well. Other studies using college samples and different methodologies found that heavier drinkers report more positive effects over all dimensions than lighter drinkers (Leigh, 1987; see also Bogart et al., 1995). Leigh and Stacy (1993) similarly reported that positive expectancy was a stronger predictor of rates of drinking than was negative expectancy. Werner et al. (1995) reported that heavier drinkers expected more positive effects on sociability and sexuality and expected less effects on cognitive and behavioral impairment. These
results are consistent with studies of expectancies that use a free recall method as opposed to questionnaires. To control for potential biases in forced-choice questionnaires, Wood et al. (1996) asked students to generate their own beliefs about expected alcohol effects. Subjective ratings of positivity of alcohol effects were related to drinking rates, but not problems. Importantly, the absolute number of expectancies listed by students was correlated with alcohol dependence symptoms. This finding is consistent with Stacy et al.'s (1994) suggestion that frequent experiences with alcohol influence the accessibility of thoughts about alcohol use and expected outcomes.

To test for possible causal relationships between alcohol use and beliefs about alcohol effects, there have been several recent attempts to use measures of expectancies to predict drinking among college students over time. In a study of 184 students who completed measures of drinking and expectancies during the freshman and junior years, Werner et al. (1995) reported that high-risk drinkers had the greatest positive expectations for alcohol effects at both time points. Participants who moved into a problem-drinking category had higher positive expectancies at both time points and developed less concern for negative outcomes over time. Carey (1995a) also used a brief prospective design, assessing drinking at 1-month intervals, and found that global positive expectancies prospectively predicted maximum daily quantity of drinking and that expectancies for sexual enhancement prospectively predicted frequency of drinking. Kidorff et al. (1995) studied alcohol expectancies in a prospective design over a 2-month period. Prospective prediction of beer consumption was found for expectancies of increased social assertiveness and global positive changes, but only among men.

Perhaps the most comprehensive prospective study of expectancies and college drinking as of this writing is that of Sher et al. (1996). In this sample, 458 college students, half of whom were COAs, were assessed annually over 4 years, beginning as college freshman. Four subscales of outcome expectancies were assessed (Tension Reduction, Social Lubrication, Activity Enhancement and Performance Enhancement) and used to measure a general construct of the strength of alcohol outcome expectancies. Drinking rates were assessed annually as well, using four measures of drinking quantity and frequency. Results suggested first that COAs report higher alcohol expectancies on all four scales and that expectancies generally decrease over 4 years of college. Prospective prediction of drinking rates from alcohol expectancies was demonstrated over the 4-year interval. This carefully conducted study also showed that the prospective prediction was generally invariant across COA status and gender.

Although the most consistent relationships have been found for global positive expectations, some specific expectancies have been linked to specific individuals. For example, Mooney and Corcoran (1989), in a cross-sectional design, reported that expectancies for social assertion were associated with drinking rates only for those low in assertiveness. Several studies, typically with cross-sectional designs, have also sought to evaluate expectancies within broader matrices of predictive factors for college drinking. Wood et al. (1992) failed to find interactive effects between expectancies and perceived norms and reasons for drinking in the prediction of drinking. Cronin (1997), also using a cross-sectional design, demonstrated that reasons for drinking (motives) accounted for more variance in alcohol use measures than did expectancies for alcohol effects.

**Perceived norms**

In the last several years, there has been considerable attention to social norms for alcohol use on college campuses. Following data indicating that peer use is a powerful predictor of individual use rates, and that heavy drinkers hold attitudes more accepting of heavy drinking, Perkins and Berkowitz (1986) noted that students, despite holding moderate attitudes about heavy drinking themselves, perceived the community norm of alcohol use as much more liberal than their own. This pattern of “pluralistic ignorance” was replicated by Prentice and Miller (1996), documenting that Princeton students perceived the average student to be more comfortable with campus drinking practices than they themselves were. Baer and colleagues (Baer and Carney, 1993; Baer et al., 1991) showed that students believed that normative drinking rates and drinking consequences not only were higher than their own, but higher than they actually were when measured independently. This discrepancy has been documented in ratings of alcohol and other substance use in a large multicollege sample (Perkins et al., 1999).

There is some evidence that normative perceptions are an individual risk factor for heavy drinking; that is, that higher perceived norms are associated with higher levels of drinking and problems (Perkins and Wechsler, 1996; Thoms et al., 1997; Wood et al., 1992). Not all studies document this relationship, including one specifically designed to test it (Baer and Carney, 1993). One study (Wood et al., 1992) showed that perceived social norms for drinking were independently related to drinking rates but not drinking-related problems, when tested within a multivariate model that included measures of drinking motives and alcohol expectancies. Perkins and Wechsler (1996) reported that perceived norms for alcohol use predicted alcohol misuse most strongly among students who also endorsed liberal attitudes about drinking. Thus perceived norms for drinking may justify or exacerbate heavy drinking only under conditions where more accepting social attitudes already exist. Research is needed to continue to refine the
measurement of perceptions of drinking norms and to better understand what social and individual factors lead to their development. Continued research is needed to document that perceived norms independently predict heavy and risky drinking with longitudinal designs.

**Social Affiliation**

Peer use is perhaps the strongest predictor of adolescent alcohol use (Bucholz, 1990; Jacob and Leonard, 1994). The college years are commonly marked by social activity, and much of the alcohol used on college campuses is consumed at small and large parties. Thus research into individual differences in drinking on college campuses has begun to focus on both the assessment and prediction of social activities in understanding drinking behavior. It is noteworthy that the study of social activities necessarily combines studies of factors at the individual level (i.e., the social organizations that students select and maintain) and factors that exist at a more social level (i.e., the effects of social organizations on their participants).

**Social context**

Social context is a term that is used to attempt to characterize social and psychological environments where drinking takes place, and in so doing attempt to measure the interaction of interpersonal, temporal and situation factors (Thombs et al., 1997). Social contexts for drinking naturally vary with respect to participants’ age, gender, living situation, work and so on and thus hold promise for capturing differences and similarities in drinking practices in specific venues like college campuses.

Drinking contexts can be described without psychological features, but simply by the size and the composition of participants. Rosenbluth et al. (1978), for example, reported that larger drinking groups were associated with greater consumption of alcohol. Perkins and Berkowitz (1986) also noted this pattern. More recently, Senchak et al. (1998) evaluated social contexts of drinking with respect to the size and gender makeup of social drinking events on college campuses. Both group size and gender differences were observed. Men reported greater frequency of drunkenness in large groups of mixed sex and small groups of same sex individuals compared with small mixed sex groups. Women’s frequency of drunkenness was unrelated to gender mix or group size. It appears that women’s presence in small groups may moderate male consumption. It is noteworthy in this study that men and women who reported drinking in large mixed sex groups were less depressed and less socially avoidant than those who preferred small groups, although depression and social avoidance did not account for differences in drinking in different social contexts. Differences in drinking as a function of context also could not be accounted for by alcohol expectancies or measures of masculinity/femininity or youthful deviance.

Several researchers have recently sought to go beyond the assessment of drinking context size and composition and assess psychological and social factors present in drinking contexts. At least two different measures have been developed to assess drinking contexts specifically among college students. Thombs and Beck (1994) developed a Social Context of Drinking Scale with subscales assessing Social Facilitation, Emotional Pain,Peer Acceptance, Family, Sex Seeking and Motor Vehicle. O’Hare (1997) developed a 23-item Drinking Context Scale, with three subfactors assessing Convivial Drinking, Private Intimate Drinking and Negative Coping. Thombs et al. (1997) reported that the drinking context of social facilitation was strongly associated with a measure of drinking intensity. Contexts of sex seeking and emotional pain also contributed to multivariate prediction. Beck et al. (1995) showed that drinking for social facilitation and disinhibition were important discriminators between higher and lower intensity drinkers in both genders. However, for women, drinking in the context of emotional pain further discriminated between higher and lower intensity drinkers. Perhaps due to conceptual proximity to actual drinking behavior, drinking context scales for college students have been shown to be better predictors of drinking than are measures of personality (Beck et al., 1995) and alcohol expectancies (Thombs et al., 1993).

Carey (1993) reported that contexts for college drinking are specific rather than general. Carey showed that heavy drinkers in a college sample differed from moderate drinkers in their ratings of the frequency of drinking in four of eight types of drinking situations. The situations that did differentiate between the groups were social pressure to drink, pleasant times, pleasant emotions and physical discomfort. Carey (1995b) replicated and extended this line of research, showing that situation ratings were associated with drinking problems as well as rates. It is noteworthy that Carey (1995b) observed no gender differences in the relationship between situation ratings and drinking problems.

**Activities and organizations**

Several studies have examined variation in student drinking as a function of the types of activities and organizations in which students participate. Some of these activities are quite public and highly visible (e.g., athletics) and thus attract a fair amount of attention from administrators. Where students live also affects drinking. Students living at home with parents tend to drink less (Valliant and Scanlan, 1996). Residence in dormitories has also been associated with increased drinking in larger population studies (Barnes et al., 1992; Gfroerer et al., 1997).

There are strong data suggesting that members of Greek social organizations, fraternities and sororities drink more
heavily and more frequently than other students (Cashin et al., 1998; Engs et al., 1996; Wechsler et al., 1995). In the Cashin et al. (1998) study of more than 25,000 students from 61 institutions, students affiliated with Greek system organizations reported greater frequency of drinking, greater quantity of drinking and more negative consequences related to use compared with students not affiliated with Greek organizations. Members of Greek organizations felt that alcohol was a vehicle for friendship, social activity and sexuality in greater numbers than did comparison nonmembers. Further, the leadership within Greek organizations drank as much or more than did average members, suggesting that leadership may set heavy drinking norms. Indeed, some studies of biased perceptions of behavioral norms were conducted among members of Greek houses (Baer and Carney, 1993; Baer et al., 1991). Fraternities also appear to accept higher levels of drinking as normal (Baer, 1994). Fraternity membership is associated with initiation of drinking among that subset of students who do not already drink on entry into college (Lo and Globetti, 1993). In Wechsler et al.’s (1995) study, membership in a fraternity was the strongest predictor of the frequency of heavy drinking in a final logistic regression of 18 risk factors. It is noteworthy that studies of Engs et al. (1996), Cashin et al. (1998) and Wechsler et al. (1995) all involve questionnaire data from multiple colleges, thus increasing confidence of the generalizability of the finding. Finally, Sher et al. (2001) have recently shown with their longitudinal study that heavy drinking associated with membership in fraternities and sororities does not persist in the years after college. Given the time-limited nature of drinking in these social organizations, and controlling for individual drinking levels when entering the social organizations, led Sher et al. (2001) to argue that social normative processes appear critical for students in these contexts.

Data from two different multicampus data sets also suggest that college students involved in athletics drink more frequently than other students. Based on the Core Survey, Leichliter et al. (1998) reported on responses of more than 50,000 students from 125 institutions. Both male and female college students who were also athletes drank more heavily, drank more frequently and reported more negative consequences from drinking compared with nonathletes. Leichliter et al. further found that male leaders of athletic teams drank at a rate higher than that of other team members. In the Wechsler et al. (1995) study of 140 colleges, response to the item “athletics are important” was associated with increased rates of heavy drinking, even when controlling for other risk factors.

It is noteworthy that, although members of athletic and Greek organizations have been shown to drink more than other students, little is known about how members of these organizations differ from other students on other dimensions. Heavy drinking is not found uniformly in all Greek organizations; students in some organizations drink considerably more than students in other organizations (Harrington et al., 1997). Leibsohn (1994) noted, for example, that students entering college selected friends who drank in a similar manner. There is some evidence that high school students who plan to join fraternities drink more than their peers who do not plan to join (Baer et al., 1995). Yet in this same study the drinking of fraternity members increased more than did the drinking of others on entry to college. It is likely that drinking is influenced both by selection of social organizations and by socialization within organizations. Sher et al.’s (2001) recent study suggests that heavy drinking occurs in Greek houses independent of selection processes and provides some hope that such heavy drinking is limited to the time period in college when social norms for drinking are elevated.

Drinking games

Researchers have recently begun to study a specific social interaction common on college campuses, the “drinking game.” Drinking games involve a set of rules that typically define when and how much participants must drink. Most rules are designed to ensure large consumption of alcohol (Newman et al., 1991). Participants in such games report increased levels of drinking and drinking-related problems compared with nonparticipants (Engs and Hansen, 1993; Wood et al., 1992). Yet, in one descriptive study, once general alcohol use rates are controlled, game playing did not contribute to the prediction of alcohol-related problems (Nagoshi et al., 1994). Nagoshi et al. found that game participation was related to celebratory reasons for drinking, use of marijuana and impulsivity. Johnson et al. (1998), via questionnaires completed by college undergraduates, reported that greater frequency of play was associated with lower social anxiety. Alcohol expectancies were not found to moderate this relationship. In a follow-up study, Johnson et al. (1999) developed an assessment of specific reasons for game playing and found that game playing was associated with a desire for celebration and a desire to meet potential sexual partners.

Summary and Commentary

The goal of this review was to examine research on individual factors in relation to alcohol consumption among college students. Research before 1985 was summarized in a comprehensive review published in 1986 (Brennan et al., 1986a,b), which creates a natural point of reference. Initial pre-1986 research into individual differences in college student drinking focused on traditional aspects of personality to explain why some students drink more than others. Drinking motives were examined as a way of understanding different needs that alcohol might fulfill. Few multivariate
hypotheses were tested. In general terms, a pattern of behavior characterized by sensation seeking, impulsivity and nonconventionality consistently related to increased drinking. There was also evidence of a smaller factor of stress and affect relief drinking among college students, although studies are more mixed in support of this dimension. Drinking for stress and relief of negative affect was more consistently noted among females. Early studies of drinking motives tended to suggest that personal, emotion-coping motives were more strongly related to problems with alcohol than were social motives for drinking. Membership in Greek social organizations and social activities in large groups were associated with increased drinking.

Research since 1985 is highly variable in quality; many studies still rely on questionnaires at one point in time and ignore multivariate models of risk of alcohol-related problems, whereas other studies have become somewhat more sophisticated. Several recent reports assess multiple dimensions of drinking behavior and test multivariate relationships. In the last 15 years, new dimensions of individual differences have been developed and assessed, including expectancies of alcohol effects, better measures of drinking motivation, assessment of perceived norms for drinking and assessment of drinking contexts. It has now become the norm to assess both drinking rates and drinking problems. Further, there are now at least three large, cross-institution data sets that can address student factors (Meilman et al., 1998). Relationships documented with these data sets lend considerably more confidence to results than those found with studies from single institutions and based on samples of convenience. Perhaps most importantly, recently a few well-designed longitudinal studies have been completed that better address causal inferences (albeit most of the longitudinal studies are from one data set in Missouri).

It is noteworthy, of course, that even large, multicampus data sets can be biased based on who tends to complete questionnaires at various institutions. Even recent large studies of college students do not attempt nor document representative sampling across different demographic and social dimensions of college populations (Meilman et al., 1998). Thus what we know about student factors and drinking for the most part is limited to those who complete questionnaires. Studies of representative samples of college populations remain sorely needed.

Results of research conducted in the past 15 years are consistent with those that came earlier. For example, results from personality research showing a strong relationship between impulsivity and drinking are supported by research on drinking motives and drinking expectancies, as well as drinking contexts. An impulsive/sensation-seeking style seems manifest in the reporting of positive social motives, expecting greater positive effects from alcohol and participating in drinking games. Research has not yet directly linked personality dimensions of sensation seeking/impulsivity to specific drinking motives, expectancies and game playing, but some evidence provides linkage, and the confluence seems likely. A second general pattern of drinking, one that is associated with stress and emotional coping, also is supported by research on drinking motives, expectancies, self-esteem and drinking contexts. Furthermore, anxiety disorders have been shown to be comorbid with alcohol disorders among college students, from both cross-sectional and longitudinal designs. This pattern of drinking likely constitutes a relatively smaller proportion of college drinking than that associated with socializing and impulsivity, but should not be overlooked. At least one longitudinal study has demonstrated prospective reciprocal relationships between alcohol diagnoses and anxiety diagnoses years after college. Thus alcohol use associated with managing anxious affective states may contribute to long-standing adjustment problems. Longitudinal relationships with drinking have not been demonstrated with more common and socially based motives for drinking.

Research further suggests that sociability and extraversion may have a specific role in the etiology of drinking within the college context. This is noteworthy because sociability does not consistently relate to drinking problems in other, noncollege populations (Sher and Trull, 1994; Wood et al., 2001). Data showing the strong effects of social organizations on drinking, as well as personality assessment, suggest this conclusion. Sociability and extraversion may also at least partially explain why college students, temporarily, drink more than their noncollege peers (Schulenberg et al., 2001).

The consistent assessment of both drinking rates and drinking problems has not, to date, revealed simple conclusions about differences in the prediction of rates and problems. In summary, both impulsive/sensation-seeking type drinking and stress/anxiety-based drinking are associated with both increased drinking rates and increased negative consequences. There is some evidence that stress/anxiety-based drinking is associated with long-term and more severe negative outcomes. Yet even highly social drinking results in negative consequences for college students. Future research should examine if different drinking motives result in different types of drinking problems. Such research necessitates the development of assessment techniques that can reliably differentiate among various negative consequences experienced within college contexts.

It is tempting to call for more multivariate research that tests theoretical and mediation models among the array of etiologic factors reviewed above. The dimensions or levels of individual variation reviewed above may interrelate in complex ways. For example, social contexts that students select or are exposed to may have powerful effects on attitudes and on drinking behavior. Dimensions of personality, such as a tendency toward sensation seeking, may relate not only to drinking but to the choice of drinking partners.
as well. Research that integrates these various levels of influence and dimensions of behavior is needed. Further, multivariate models should also be developed and interpreted in combination with other broader social factors reviewed elsewhere. For example, it may be that students who reside in certain microsocial settings (i.e., fraternities) or individuals characterized by a certain personality style (i.e., sensation seekers) are least affected by broader social factors (i.e., price and availability constraints).

Some of this research has already begun. In the last 15 years, several researchers have begun testing multivariate or interactive models of individual differences among college students, for example, by examining demographic factors, drinking motives, expectancies and personality simultaneously and statistically controlling for multiple effects. Some intriguing interactive effects have been noted in the literature. For example, religiosity may be more protective against heavy drinking when or where social mores are most ambiguous (Perkins, 1994). Multivariate research also has addressed the uniqueness of factors being studied, for example, by showing that motives are to some extent distinct from expectancies.

To date, however, multivariate research efforts have for the most part not produced evidence of powerful interaction or mediation among constructs. Most multivariate research reviewed above tends to show that when various theoretical predictive factors are tested simultaneously, each carries unique predictive capacity (Bradley et al., 1992; Clapper et al., 1994; Cronin, 1997; Engs et al., 1996; Evans and Dunn, 1995; MacDonald et al., 1991; Pullen, 1994; Thombs et al., 1997; Wechsler et al., 1995; Wood et al., 1992). Although such results could be artifactual based on sampling and the nature of questionnaires, it is also likely that each of the "explanatory" factors contributes to the prediction of heavy drinking, but is not a simple or central predictive factor in and of itself. Strong models of mediation have not to date been supported in the literature with college students.

Future research efforts on student factors also should attend to developmental models of drinking as a method to specify dependent measures. In particular, Zucker and colleagues (Zucker, 1987, 1994; Zucker et al., 1995), in proposing a multivariate and integrative model of alcoholism risk, suggested that different types of "alcoholisms" are associated with different etiologic processes. Three central types of developmental paths are proposed to account for common courses. The first, "sociopathic alcoholism," is characterized by early onset, high sociopathy, criminality and high severity of drinking problems. This pattern of drinking problems may be strongly genetically influenced and associated with personality patterns of impulsivity and sensation seeking, begin early and follow a chronic course. A second pattern of "developmentally limited" alcohol-related problems is also proposed, consistent with epide-
sessing patterns of change over time. It is likely that the population of college drinkers represent several different patterns of drinking due to different developmental trajectories. The research on college student drinking too often examines only one point in time and thus does not relate research findings to possible developmental processes. Some central issues remain unexplored. For example, is variability in college drinking time limited or enduring over years? For whom? What constellation of etiologic factors predicts different patterns of drinking over time? What types of settings constrain drinking for what types of students? Through what kinds of social influence processes? A better understanding of the processes that lead to problems for certain individuals in certain settings will develop through exploration of these questions. Further, with an understanding of risk factors in contexts, administrators and health professionals will be better able to identify and reach those most in need of services and adjust the content of prevention programs for maximum effectiveness.
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ABSTRACT. Objective: This article offers a developmental perspective on college drinking by focusing on broad developmental themes during adolescence and the transition to young adulthood. Method: A literature review was conducted. Results: The transition to college involves major individual and contextual change in every domain of life; at the same time, heavy drinking and associated problems increase during this transition. A developmental contextual perspective encourages the examination of alcohol use and heavy drinking in relation to normative developmental tasks and transitions and in the context of students’ changing lives, focusing on interindividual variation in the course and consequences of drinking and on a wide range of proximal and distal influences. Links between developmental transitions and alcohol use and other health risks are discussed in light of five conceptual models: Overload, Developmental Mismatch, Increased Heterogeneity, Transition Catalyst and Heightened Vulnerability to Chance Events. We review normative developmental transitions of adolescence and young adulthood, focusing on the domains of physical and cognitive development, identity, affiliation and achievement. Conclusions: As shown in a selective review of empirical studies, these transitions offer important vantage points for examining increasing (and decreasing) alcohol and other drug use during adolescence and young adulthood. We conclude with a consideration of research and intervention implications. (J. Stud. Alcohol, Supplement No. 14: 54-70, 2002)

“I’m 21 and in my prime drinking years, and I intend to take full advantage of it!”

—College student, after a few drinks at a wedding

As researchers and practitioners, we may sometimes underestimate the clarity of young people’s thinking about their alcohol use. Most view late adolescence and early adulthood as a time when drinking is common and accepted. Among those who drink, the large majority perceive social and coping benefits of alcohol use and even occasional heavy drinking; they tend to limit their drinking such that it interferes little with work and school responsibilities; and they will diminish their heavy drinking as they move into adult roles. Although many experience negative consequences, most make it through their “prime drinking years” with, in balance, more positive experiences with alcohol than negative ones. At the same time, alcohol use becomes problematic and tragic for many. Heavy drinking, alcohol-related problems and associated risky and illegal behaviors peak during late adolescence and early adulthood (Baer, 1993; Johnston et al., 2001a,b), as do problems with substance use in general (Glantz et al., 1999; Johnston et al., 2001a,b). This period is an important juncture in the etiology of alcohol misuse and alcoholism, a time when initiation and escalation of heavy drinking may set the stage for lifelong difficulties (e.g., Babor et al., 1992; Zucker, 1987). Even sporadic drinking can lead to a life-altering tragedy when combined with a lapse of judgment or with simple misfortune.

Recognizing how drinking fits into the lives of most young people is a necessary foundation for effective remedies. In the United States (and many other countries; Fillmore et al., 1993), alcohol use and heavy drinking are culturally embedded in the experience of adolescence and the transition to young adulthood in general (Blane, 1979; Donovan et al., 1983) and in the college experience in particular (Straus and Bacon, 1953; Wechsler et al., 1998). During high school, college-bound students have lower rates of alcohol and other drug use than their noncollege-bound classmates; in the years immediately following high school, however, college students have higher rates of alcohol use and frequent heavy drinking (but still lower rates of use of other substances) (Johnston et al., 2001a,b; Schulenberg et al., 2001a).

Perhaps most indicative of the embeddedness of heavy drinking in the transition to young adulthood is the remarkable historical stability in rates of frequent heavy drinking
(i.e., five or more drinks in a row). During the past two decades, despite many social, demographic, political and economic changes—and despite dramatic shifts in cigarette and illicit drug use—rates of frequent heavy drinking among those ages 19-22 have shifted little (average 2-week rate of 39%), especially for college students (42%) (Johnston et al., 2001a,b). This imperviousness to historical change, and to numerous national and local intervention efforts, suggests that excessive drinking during the transition to young adulthood and especially in college is overdetermined (see Wechsler et al., 1998). This is not to justify excessive drinking nor to convey pessimism about the effectiveness of ongoing interventions, but rather to underscore that a multitude of forces at the cultural and individual levels keep this phenomenon in place for many young people.

Our purpose is to provide a developmental perspective on college drinking by examining how the many developmental transitions of adolescence and young adulthood relate to the etiology of alcohol use and heavy drinking. By taking this broader developmental view, we hope to portray the many ways that drinking can fit into the lives of young people in general, and college students in particular. We first consider the meaning and importance of taking a developmental perspective. We then present a conceptual and empirical summary of normative developmental transitions and discuss how they relate to alcohol use. We conclude with a discussion of research, intervention and policy implications.

**Developmental Perspective on the Etiology of Alcohol Use and Heavy Drinking**

An important question for anyone interested in adolescence is the extent to which this time in life is inherently troublesome. G. Stanley Hall (1904), the founder of the scientific study of adolescence (Mussen, 1996), gave us the enduring image of adolescence as a time of unavoidable “storm and stress.” According to Hall, we can do little to ease adolescents’ pain because development is largely controlled by evolution and biology and thus generally unaffected by culture or context. That is, adolescence is “just a stage,” and when it passes, civility and mental health will return. This view is consistent with psychoanalytic theories: Anna Freud (1958), in particular, argued that the lack of adolescent storm and stress signified psychopathology. In contrast, Margaret Mead (1950) and Ruth Benedict (1950) viewed storm and stress primarily as a cultural phenomenon due to the discontinuity in roles and responsibilities between childhood and adulthood in modern societies (see also Schlegel and Barry, 1991). Similarly, Robert Havighurst (1952) viewed adolescent difficulties in terms of a failure to accomplish necessary age-graded, culturally defined developmental tasks.

Although diversity in present-day scientific images of adolescence remains, reflecting strong roots in biology and culture, the notion that adolescence is necessarily a turbulent time has received little empirical support (e.g., Douvan and Adelson, 1966; Lerner and Galambos, 1998). A common view consistent with our own perspective is that “adolescence is characterized by change, and is challenging, but it need not be tumultuous and problematic unless societal conditions prompt it” (Petersen and Leffert, 1995, p. 3). Building on this view, this section provides a brief discussion of some key developmental themes as they relate to the etiology of alcohol use and heavy drinking during adolescence and the transition to young adulthood (see also Schulenberg and Maggs, 2001; Schulenberg et al., 2001b).

**Developmental-contextual perspective**

The developmental-contextual perspective emphasizes multidimensional and multidirectional development across the life span, characterized by a dynamic and progressive mutual selection and accommodation of individuals and their contexts (Baltes, 1987; Elder, 1998; Lerner, 1982; Sameroff, 1987). Humans are viewed as playing a strong role in their own development (Caspi and Moffitt, 1993; Lerner, 1982; Scarr and McCartney, 1983). Through a process of niche selection, individuals elect environments and activities based on personal characteristics, skills, beliefs and goals. Selected ecological niches then expose them to various opportunities and constraints (Nurmi, 1993; Plomin et al., 1997; Scarr and McCartney, 1983).

To help envision contextual influences and person-context interactions on development, Bronfenbrenner (1979) offered an ecology of human development framework that involves nested, interconnected systems to represent the structure of the social context. The developing individual’s primary contexts (microsystems) include, for example, his or her family and school. Interrelations among microsystems (mesosystems) are extremely important in that harmonious ties among microsystems (e.g., supporting common goals for the developing individual) are generally viewed as beneficial. Additional systems include exosystems (i.e., external contexts, such as the child’s parents’ work settings) and macrosystems (i.e., broader cultural and historical influences) in which all the other systems are embedded.

Central to our goal of linking developmental transitions with alcohol use are ecological transitions, which Bronfenbrenner (1979) defined as occurring “whenever a person’s position in the ecological environment is altered as a result of a change in role, setting, or both” (p. 26). Ecological transitions typically involve changes at the individual, microsystem and mesosystem levels. As a result of a given transition, mesosystems among new and recurring micro-
systems may become stronger or weaker, which in turn has implications for the developing individual’s health and well-being. Furthermore, links between pretransitional microsystems (e.g., high school) and new microsystems (e.g., college) can be viewed as mesosystems as well, suggesting the importance of contextual influences on successful adaptation during transitions.

This emphasis on ecological transitions highlights both developmentally proximal and distal influences on behavior, setting the foundation for considerations of turning points and developmental discontinuity (Elder, 1998; Rutter, 1996). Furthermore, following from the emphasis on person-context interactions, considerations of interindividual similarities and differences in intraindividual change are essential, with less emphasis on normative trends in developmental change and more emphasis on different trajectories of change over time.

As we illustrate throughout this article, key developmental themes—including person-context interactions, continuity and discontinuity, distal and proximal influences and individual differences and similarities in intraindividual change—represent important foundations for understanding how alcohol and other drug use fits into the lives of young people.

**Trajectories of frequent heavy drinking**

When considering the etiology of heavy drinking during adolescence and the transition to young adulthood, it is essential to examine different trajectories of drinking over time; otherwise, one may be misled by the normative developmental trend and fail to appreciate the wide diversity of patterns of change in heavy drinking over time (e.g., Bates and Labouvie, 1997; Guo et al., 2000; Muthén and Muthén, 2000; NIAAA, 2000). For example, based on the Monitoring the Future data, Schulenberg et al. (1996a) examined distinct trajectories of change in frequent heavy drinking (i.e., five or more drinks in a row) across four waves during the transition to young adulthood (ages 18-24). Using conceptual groupings and cluster analysis, they found six trajectory groups labeled as Chronic, Decrease, Increase, Fling, Rare and Never. (About 10% of the sample was Other.) The mean scores for these trajectory groups (except the Never group, representing 36% of the sample) are illustrated in Figure 1. Note the discrepancy between what is learned from the “total” line versus from the trajectory group lines.

There are important differences in the prevalence of the trajectory groups according to demographic factors and

![Figure 1. Mean score for 5+ drinks in a row in past 2 weeks by frequent heavy drinking trajectory group](image-url)
student status. Women are underrepresented in the Chronic and Increase groups and overrepresented in the Never group; white youths are generally overrepresented in all heavy episodic drinking groups except the Never group. Compared with their noncollege agemates, college students are overrepresented in the Increase and Fling groups and underrepresented in the Decrease group. Compared with students who live with their parents, those who live away and especially those who are active in fraternities or sororities are overrepresented in the Chronic, Increase and Fling groups and underrepresented in the Never group (Schulenberg, 1999; Schulenberg et al., 1996a; see also Bachman et al., 1997).

By focusing on differential change in alcohol use, we can see more clearly how a given level of use at one point in time represents a number of different more or less troublesome trajectories. Frequent heavy drinking during the first year of college may reflect continuity of a pattern established in high school, or it may reflect a newly emergent, time-limited pattern (see Figure 1). Similarly, as Weber et al. (1989) found among two groups of high school students with similarly high levels of substance use, one group had a lengthy prior history of persistent and severe difficulties, and the other group had only recent and moderate difficulties. In these examples, which illustrate the concept of equifinality (discussed below), different trajectories that lead to similar endpoints can reflect very different antecedents and possible remedies (Loeber, 1982; Moffitt, 1993; Moffitt et al., 1996; Zucker et al., 1995). Likewise, heavy drinking during the first year of college may or may not reflect a future escalating trajectory (illustrating multifinality, discussed below). Although many young people who misuse substances experience ongoing misuse extending into adulthood, most desist with the onset of adulthood roles (Bachman et al., 1997; Jessor et al., 1991). These two distinct trajectories of misuse stemming from a similar initial level have different implications for consequences and remedies.

Risk and protective factors from a developmental perspective

A more developmentally sensitive understanding of risk and protective factors will provide a stronger foundation for addressing fundamental questions about substance use etiology and intervention (Clayton, 1992; Schulenberg et al., 2001b). A quarter century of empirical work has yielded a large and sometimes overwhelming array of substance use risk and protective factors (e.g., see Hawkins et al., 1992; Petraitis et al., 1995). The task now for scientists is to understand more fully how risk and protective factors are linked with substance use within individuals over time and across contexts (Bates and Labouvie, 1995; Cicchetti, 1999). Below, we highlight three key issues of concern when examining risk and protective factors from a developmental perspective (see also Schulenberg et al., 2001b).

Relationship between risk and protective factors. Risk and protective factors can be viewed as opposite ends of the same continuum. An alternative view is that protective factors moderate or buffer the effects of risk factors (Brook et al., 1992; Garmezy et al., 1984; Hawkins et al., 1992; Lonczak et al., 2001); that is, protective factors operate in the presence of risk factors whose effects they attenuate. A supportive family context, for example, may have a stronger protective effect on substance use in the presence of negative peer influences (Marshal and Chassin, 2000; Oetting and Beauvais, 1986). Protective factors also may operate by reducing the likelihood of risk factors (e.g., strong family relations reduce the presence of negative peer influences by influencing the adolescent’s choice of friends).

Equifinality and multifinality. One of the most compelling reasons for long-term panel studies on substance use is to identify why great numbers of individuals do not develop serious substance misuse problems despite exposure to significant risk factors, and likewise why many individuals do develop problems despite little exposure to risk factors (Andersson, 2000; Cicchetti, 1999; NIAAA, 2000; Rutter, 1989). The concepts of equifinality and multifinality highlight the probabilistic nature of risk and protective factors (Cicchetti and Rogosch, 1996). With equifinality, different distinct constellations of risk and protective factors can lead to the same outcome. For example, heavy drinking in college may be caused, in part, by parental alcoholism for some young people and by social anxiety for others. With multifinality, a given constellation of risk and protective factors can lead to many alternative outcomes. Parental alcoholism, for example, increases the likelihood of alcohol misuse and dependence (Sher, 1991) as well as of becoming an abstainer. No single risk or protective factor is sufficient or necessary for particular outcomes, thus requiring conceptualizations that focus on the diversity of causal connections (Cairns et al., 1998; Cloninger et al., 1997; Newcomb, 1997; Wachs, 2000).

Robustness and continuity of risk and protective factors. Very few risk or protective factors are universal, but rather vary by important demographic and individual characteristics, such as gender (e.g., Hops et al., 1999; Wilsnack, 1995). Likewise, very few risk or protective factors are developmentally continuous. In particular, risk factors for substance use onset may be quite different from risk factors for substance use maintenance and escalation (e.g., Ellickson and Hays, 1991; Newcomb, 1997) and may vary with age at onset (Brook et al., 1999).

Risk and protective factors can be viewed as being robust (i.e., predict current levels of and future changes in substance use), emergent (i.e., predict future changes but not current levels) or concurrent (i.e., predict current levels but not changes). For example, Schulenberg et al. (1996b)
found that at age 18 the drinking motivation of “to get drunk” was a robust risk factor and self-efficacy was an emergent protective factor with respect to current and future increases in heavy drinking. But concurrent risk and protective factors are far more common, and, in longitudinal studies spanning the transition to young adulthood, most substance use risk and protective factors are only concurrent (e.g., Bates and Labouvie, 1997; Gore et al., 1997; Schulenberg et al., 1996b). Concurrent risk and protective factors may change in unison with the changes in substance use, reflecting a continuous association with substance use and their reciprocal relations (Kandel and Raveis, 1989), or they may simply be developmentally limited. Concurrent risk and protective factors may also represent more developmentally or contextually proximal influences, perhaps mediating the effects of distal influences (see Hussong and Chassin, 1997; MacKinnon, 1994; Patterson et al., 1989; Petrakis et al., 1995).

Developmental Transitions and Health Risks during Adolescence and Young Adulthood

The passage into young adulthood is a critical time during which diversity in life trajectories increases (Schulenberg et al., 2000; Sherrod et al., 1993). For many, this period begins when the young adult moves away from home to begin college and live in student residences. As with other developmental changes, this transition involves both gains and losses (Baltes, 1987; Cantor and Langston, 1989), such as new friendship networks, but separation from family and old friends; more academic choices, but new academic demands; and increased independence, but decreased parental guidance and support. Amid all these transitions, alcohol use and heavy drinking tend to escalate, a co-occurrence that is far more than coincidental.

In this section and the next, we address this co-occurrence by examining how various developmental transitions relate to substance use. Building on the developmental contextual perspective, we discuss definition and conceptual issues regarding transitions and examine five conceptual models concerning the link between transitions and health risks.

Defining and conceptualizing developmental transitions

Developmental transitions are “the paths that connect us to transformed physical, mental, and social selves” (Schulenberg et al., 1997, p. 1). Puberty represents an obvious major transition, as does moving from high school to college, from school to work and from being single to getting married. There are many other more subtle yet significant transitions. For example, a young adolescent who usually does what she is told begins to argue persuasively against her parents’ directives; a small same-sex group of friends becomes folded into a larger group made up of boys and girls, which in turn is replaced by individual friendships and dating relationships; and a concrete and typically unquestioned self-definition becomes more abstract and tentative, and eventually more hierarchic and future oriented. Together, these and many other transitions provide the structure that transforms children into adolescents and adolescents into young adults.

Individuals can shape their own developmental transitions, as they act on and are acted on by their contexts (Lerner, 1982; Scarr and McCartney, 1983). Indeed, the transition to adulthood years is characterized by increasingly diverse options, opportunities and constraints, and thus behavioral choices may influence transition outcomes to a greater extent than ever before. Developmental transitions are embedded in a sociocultural context and therefore may vary by gender, class, culture and historical period. Culturally based, age-related expectations, or “scripts,” shape these transitions by providing a normative timetable and agenda (e.g., for employment, parenthood) (Neugarten, 1979). Developmental transitions can be normative or nonnormative and can vary in timing, sequence and importance depending on their prevalence within a given population and on personal goals and life situations (Baltes, 1987; Nurmi, 1997).

Developmental transitions, tasks and trajectories. Developmental transitions are similar to developmental tasks (Havighurst, 1952), which are socially and biologically prescribed psychosocial tasks that “should” be accomplished during specific sensitive periods across the life span. Although transitions and tasks are related and sometimes even overlap (e.g., the task of selecting a mate versus the transition to marriage), transitions pertain more to the actual process of change than to the accomplishments that contribute to and result from the changes. Transitions are also distinct from trajectories (see Cairns and Cairns, 1994; Crockett and Crouter, 1995), which refer to patterns of systematic and successive change over time that can incorporate several developmental transitions (Elder, 1998). By viewing transitions as embedded in ongoing individual trajectories, it is possible to consider transitions as potential turning points reflecting successive increases or decreases in functioning (Rutter, 1996).

Discontinuity and continuity. Issues of discontinuity and continuity are central to understanding the power of major developmental transitions on individuals’ lives (Petersen, 1993; Rutter, 1996). For instance, apparent discontinuities in functioning across transitions may reflect momentary disturbances, after which one’s ongoing trajectory will resume. Likewise, change in functioning during a transition that appears to reflect discontinuity may represent the continuity of adaptation (i.e., phenotypic discontinuity may reflect genotypic continuity) (NIAAA, 2000). But consistent with a developmental-contextual perspective, particularly with the
Convergent evidence suggests that continuity and discontinuity involve more than the simple persistence of one’s developmental trajectory over time. Instead, transitions reflect the interaction among multiple proximal and distal developmental influences. Cognitive, behavioral, affective, and social processes, as well as biological changes, can all operate independent of each other or together to shape development. Understanding how and why these transitions occur is critical to predicting health and well-being during such developmental periods. Thus, in this chapter, we review evidence for continuity and discontinuity in health and well-being in the context of common transitions throughout the life course. We overview conceptual models of developmental transitions and discuss the role of continuity and discontinuity in health and well-being in the context of the developmental trajectory. We also review research findings on the nature and consequences of transitions, with a particular emphasis on the college experience. Finally, we provide an emerging theoretical framework for conceptualizing the role of transitions in health and well-being.

The Developmental Mismatch Model highlights how developmental transitions can alter the match between individuals and their contexts. Building on person-environment fit theory, the developing individual is viewed as embedded in a changing ecological niche, such that the match between individual developmental needs and opportunities provided by the context is itself dynamic (e.g., Eccles et al., 1993; Galambos and Ehrenberg, 1997; Lerner, 1982). Transitions can improve the match and thus provide opportunities for increased health, or they can lessen the match and thus adversely affect health. In many ways, the transition to college (and to young adulthood more generally) represents a new beginning with opportunities to make new friends, enjoy newfound freedom, explore educational and future career alternatives and experiment with different behaviors and lifestyles. For most young people, such opportunities provide an improved match with their developmental needs, which helps explain why well-being tends to increase more rapidly for those students who go away to college (Schulenberg et al., 2000). For others, however, these opportunities may not match their needs, thus setting the stage for increased health risks (e.g., by their seeking fulfillment in unhealthy compensatory contexts). Transitions may also affect health by altering the match between the individual’s immediate contexts (i.e., the mesosystem level) (Bronfenbrenner, 1979). For example, if new peer and academic contexts engender significantly competing goals, health risks are likely to increase.

The Increased Heterogeneity Model suggests that challenging transitions magnify existing strengths and weaknesses, thus increasing interindividual differences in functioning and adjustment. These differences tend to increase throughout adolescence between those who cope effectively with various stressors and those who do not (e.g., Kazdin, 1993; Petersen, 1993). Young people already experiencing difficulties (perhaps including difficulties in negotiating earlier major transitions) may have more trouble in negotiating new transitions and fall further behind their well-functioning peers. For vulnerable individuals who lack social, academic and organizational skills, moving away from home to live in an unfamiliar university environment can be intensely stressful (Compas et al., 1986; Shaver et al., 1985; Zirkel, 1992). In contrast, socially and academically confident students may be primed to take advantage of all that the college experience has to offer. This third model represents, in part, an elaboration of the first two models; it focuses on individual differences in ongoing developmental trajectories and thus interweaves distal and more proximal developmental influences (e.g., see Cairns and Cairns, 1994; Caspi et al., 1988; Crockett and Crouter, 1995).

In the Transition Catalyst Model, risk taking in general is viewed as an important component of negotiating certain
### Table 1. Conceptual models relating developmental transitions to health risks

<table>
<thead>
<tr>
<th>Model descriptions</th>
<th>Examples</th>
<th>Intervention implications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overload</strong></td>
<td>Use of alcohol to attempt to cope with heightened stress caused by experiencing multiple transitions.</td>
<td>Stagger timing of major transitions; increase coping capacities.</td>
</tr>
<tr>
<td><strong>Developmental Mismatch</strong></td>
<td>Transition decreases match between needs of individual and opportunities provided in context, resulting in seeking alternative contexts involving increased heavy drinking and other risky behaviors.</td>
<td>Increase match between individual needs and opportunities in context; provide better matching alternative contexts.</td>
</tr>
<tr>
<td><strong>Increased Heterogeneity</strong></td>
<td>Individuals already running an emotional/psychological deficit have difficulty negotiating new transition, resulting in increased alcohol use as a form of self-medication.</td>
<td>Through targeted efforts, counter individual deficits and social networks supportive of problem behaviors.</td>
</tr>
<tr>
<td><strong>Transition Catalyst</strong></td>
<td>Alcohol use increases because it is believed to facilitate new friendships, romantic/sexual relations and social bonding.</td>
<td>Provide alternative routes to meeting social and sensation-seeking goals.</td>
</tr>
<tr>
<td><strong>Heightened Vulnerability to Chance Events</strong></td>
<td>Increased exploratory behavior of new contexts contributes to novel experiences, including heavy drinking and associated negative effects.</td>
<td>Increase awareness of, and resiliency to, potential negative effects of chance events.</td>
</tr>
</tbody>
</table>

developmental transitions. The idea that some amount of risk taking is normative is supported by high prevalence rates and evidence that it may accompany healthy personality development (e.g., Baumrind, 1987; Silbereisen et al., 1986). According to Chassin et al. (1989), risk taking and even deviance can serve “constructive” as well as “destructive” functions in health and development (see also Jessar and Jessar, 1977; Silbereisen and Noack, 1986; Spear, 2000). As Maggs (1997) demonstrated, alcohol use during the transition to college may help to achieve valued social goals, such as making new friends, yet may threaten safety and short- and long-term health and well-being. Alternatively, substance use can be used to avoid transitions, such as remaining as a “full-time” undergraduate student for 5, 6 or more years and thus delaying adult roles and responsibilities.

The Heightened Vulnerability to Chance Events Model is based on the role of chance in altering the courses of lives (Bandura, 1982) and thus addresses the question of why many difficulties are seemingly unpredictable. Just as there are interindividual differences in receptivity to chance events, there are also intraindividual fluctuations in this receptivity, with certain periods along the life span being more amenable to chance effects. Major developmental transitions that involve new contexts, such as the transition to college, may be particularly propitious junctures because they engender heightened sensitivity to, and exploratory behavior of, the new context and the self in relation to the new context. Young people in transition are likely to seek out, and be open to the effects of, many novel experiences, which increases their vulnerability to the negative effects of chance events, including increased substance use and increased negative consequences of such use.

These five models are not mutually exclusive. Although some of the models can be viewed as competing ones (especially the first three), they are more appropriately viewed as representing the diverse array of connections between developmental transitions and health risks, especially substance use. Together, the five models represent only part of the total relational structure between substance use and developmental influences, correlates and outcomes. These models, by focusing on transitions, highlight the more developmentally proximal and contextually based connections with substance use, a set of connections that are central to understanding college drinking. Simply, when searching for the developmental roots of college drinking, it is often unnecessary or unproductive to go very far “upstream.”
is not to deny distal and longer term developmental influences on college drinking, and indeed our Increased Heterogeneity Model interweaves developmental transition influences with ongoing health risk trajectories. Clearly, there are powerful early influences that exert ongoing direct and indirect effects on individuals’ adjustment in general and alcohol use and misuse in particular (Chassin et al., 1999b; NIAAA, 2000; Sher et al., 1999; Windle and Davies, 1999). As we discussed earlier, integrating our proximal focus with the predominant longer term developmental focus can yield broader models that more fully capture the complexities of developmental-substance use relationships.

Domains of Developmental Transitions and Alcohol Use

We now turn to a consideration of the specific developmental transitions of adolescence and young adulthood, focusing on the broad domains of biology, cognition, identity, affiliations and achievement (see Schulenberg et al., 1997). We provide a selective review of the empirical literature to show how these transitions relate to alcohol and other drug use.

Puberty and physical development

Physical changes. Pubertal development during early adolescence is characterized by a rapid acceleration in growth and the development of primary and secondary sex characteristics. By the end of high school, most adolescents have attained full adult height and reproductive capacity. Hormonal changes and societal expectations combine to increase adolescents’ interest in romantic and sexual relationships (Udry, 1990) and their tolerance of alcohol (Spear, 1999). The early 20s are also when peak physical functioning occurs (e.g., heart and lung strength, athletic performance) (Arnett, 2000), making it more possible to overcome alcohol’s physical effects quickly (Spear, 2000).

Looking (and desiring to be) older. As a result of pubertal changes, adolescents attain an increasingly adult appearance, begin to resemble cultural ideals of adult attractiveness and may be mistaken for young adults, facilitating the illegal purchase of alcohol (Wagenaar et al., 1996). Individuals (particularly girls) who mature earlier are more likely to associate with older, more deviant peers (Magnusson et al., 1986). These multiple simultaneous transitions may overload coping capacities (i.e., the Overload Model), setting the stage for increased alcohol and other drug use. Consistent with the Transition Catalyst Model, alcohol use can also be seen as an attempt to appear older (Jessor, 1992): Adolescents aware of adult status privileges including autonomy may view the ability to obtain alcohol as a desired privilege of adulthood.

Cognitive development, perspective taking and decision making

Normative cognitive changes. Major transformations in cognitive reasoning abilities occur during early adolescence, including increases in abstract and hypothetical thinking and the tendency to view issues as relative rather than absolute (Keating, 1990). As a result, adolescents often seem to become more argumentative as they begin to think for themselves and question authority (Smetana, 1988). Adult perceptions of reality become viewed as simply one of many possible perspectives. In addition, teens can now see themselves from the perspective of peers and are acutely aware that their own behavior may affect their image and popularity.

Invincible and invulnerable? Adolescents are commonly assumed to think themselves invulnerable, believing the “personal fable” that no harm will come to them (Elkind, 1967). However, research contrasting adolescent with adult decision making has not supported clear age differences in invincibility or the personal fable (e.g., Quadrel et al., 1993). Clearly, with their ability for abstraction, adolescents understand probabilities better than children and may imagine possible negative consequences of actions. How adolescents (and adults) value and weigh the relative costs and benefits of potentially risky behaviors is an area of active debate and research (Beyth-Marom and Fischhoff, 1997). For many, the decision to drink is a given, and decision making becomes centered on when, with whom and how much to drink. Such decisions may make the difference between moderate drinking and heavy drinking, and, at least theoretically, decision-making models can be useful for understanding these decisions. Practically, however, such models may have limited utility given that many alcohol use decisions occur in social groups when individuals are not sober.

Age-related changes in alcohol outcome expectancies. Alcohol expectancies refer to the expectations individuals have for the positive and negative outcomes of drinking alcohol. With age, adolescents become increasingly aware of potential benefits of drinking alcohol and become less convinced of costs or risks (Goldman et al., 1999; Johnson and Johnson, 1996; Maggs and Schulenberg, 1998; Miller et al., 1990). The simultaneous awareness of alcohol’s costs and benefits is facilitated by an increased abstraction ability. These normative age-related changes represent a significant challenge for prevention because endorsement of positive alcohol expectancies is a powerful risk factor for alcohol use and misuse (Goldman, 1994).

Identification of adult hypocrisy. Children may accept blanket adult statements that alcohol is bad for people under age 21; college students often view such messages as hypocritical, especially when they conflict with common cultural behaviors. As a result, programs and messages targeted at college students need to be realistic about the
ineffectiveness of prohibition approaches. In many contexts, harm reduction approaches should be seriously considered (see e.g., Marlatt, 1998).

Identity domain transitions

Adolescents and young adults experience fundamental changes in their self-definition and identity (Erikson, 1968; Phinney and Kohatsu, 1997). Ideally, personal identity formation occurs as individuals, through exploration and commitment, develop a secure and enduring sense of self that encompasses an integrated set of personal interests, values, goals and commitments (Nurmi, 1997). Through a process of questioning previously taken-for-granted beliefs and assumptions, older adolescents actively explore alternative philosophies, behaviors and lifestyles. Although identity exploration is associated with instability in well-being, as well as with potentially health-compromising experimentation and risk taking, subsequent identity achievement predicts higher levels of well-being and a lower incidence of health-compromising behaviors (Jones, 1992).

Although identity exploration is normative and healthy, it may represent a risk factor for experimentation with risky behaviors. The role played by alcohol use in adolescents' and young adults' lives is paradoxical. Consistent with the Transition Catalyst Model, despite the possibility of serious harm, drinking also may serve important constructive functions, such as helping to make friends or to explore personal identities (Chassin et al., 1989; Jessar, 1992). As a result, some have questioned the wisdom of attempting to limit experimentation and exploration because this may leave individuals without a self-determined commitment to an identity and to personal values (e.g., Baumrind, 1987; Marcia, 1994).

Affiliation domain transitions

Relationships with parents. The second decade of life is a period of significant reorganization and change in family relationships (Grotevant, 1987). Normative transformations include increased autonomy and independence from parents, ideally in a context of continued support and attachment (Silverberg and Gondoli, 1996). The quantity of interaction often decreases: Older adolescents spend less time in family activities (Larson et al., 1996) and more time in contexts outside the family such as at school, with peers and at work. Despite decreases in the frequency of interaction, the quality of relationships typically improves following the physical departure of the child from the family home (e.g., Aseltine and Gore, 1993; Pipp et al., 1985). Alcohol use tends to increase as adolescents become more individuated from parents (e.g., Baer and Bray, 1999) and as parental monitoring tends to lessen (Barnes et al., 2000). However, those who internalize positive parental norms may make wiser choices in the long term (e.g., Brody et al., 2000). During college, students continue to seek parental support and assistance in times of stress. Parent support predicts commitment to career development and persistence (Pascarella and Terenzini, 1991). Clearly, students’ relationships with parents continue to play a major protective role in promoting their development and success.

Sibling influences. Older siblings’ substance use predicts early adolescents’ alcohol expectancies (D’Amico and Fromme, 1997) and subsequent substance use, above and beyond parental predictors (Duncan et al., 1996; Windle, 2000). Behavior genetic studies also suggest that, unlike many other sibling similarities and parental influences that may reflect passive genotype-environment interactions, sibling similarities in alcohol use involve important environmental effects (e.g., McGue and Sharma, 1995). Mechanisms by which siblings impact substance use may include modeling, direct social influence and access.

Peer relationships. Alcohol use is inextricably linked to social relationships with peers. During the college years, many social activities occur in drinking contexts, and these interactions may be facilitated by alcohol. Sociability expressed while drinking can serve as a marker of successful peer relationships and social group bonding (Newcomb and Bentler, 1988; Silbereisen and Noack, 1986). Normative age-related increases in the importance of peer relations and culture heighten exposure to cultural norms and influences that may (or may not) be compatible with the values of the family of origin (Berndt, 1992; Brown et al., 1997). Individuals who move away from home to attend college often become part of a strongly age-graded world. Many cultural myths and norms support a legendary period of partying during the first years of college. However, peer influences are not monolithic in their power or direction of influence (e.g., Brown et al., 1997). Individuals tend to seek out and be selected by peers who have similar goals, values and behaviors (Kandel et al., 1990).

At least three kinds of peer influences may serve as risk factors for increased alcohol use. First, susceptibility to peer influences increases through at least middle adolescence, making individuals more willing to go along with their peers’ suggestions (e.g., Dielman, 1994; Steinberg and Silverberg, 1986). The uncertainty of adapting to a new college environment may temporarily exacerbate such tendencies (Caspi and Moffitt, 1993). Second, similarities between adolescents and their friends encourage continuity of behavior over time (Fisher and Bauman, 1988; Kandel et al., 1990). Third, perhaps due to cultural myths, students tend to significantly overestimate the prevalence of drinking on campus. Such inflated “norms” provide a not-so-subtle form of pro-drinking influence, as individuals may want to fit in with perceived group behavior (Baer and Carney, 1993; Prentice and Miller, 1993).
Romantic and sexual relationships. The adolescent years bring dramatic changes in sexual feelings and identity, as well as experimentation with romantic relationships and sexual behaviors. Pubertal changes provide the biological foundation for these transformations, but there are equally important cognitive, emotional, interpersonal and social antecedents as well. Brooks-Gunn and Paikoff (1993) identified four developmental challenges for adolescents in the domain of sexuality: becoming comfortable with one’s maturing body, accepting feelings of sexual arousal, understanding that sexual behaviors should be mutually voluntary and practicing safe sex. Because these challenges are profoundly personal yet fundamentally relational, involving complex feelings, shared behaviors and sometimes confusing interactions with others, they are likely to remain important developmental tasks during college and beyond.

At age 18, approximately 70% of adolescents have engaged in sexual intercourse (Alan Guttmacher Institute, 1994). The majority of these have had sex with only one partner and do so relatively infrequently. Thus, many have little sexual experience, confidence or skills when they begin college. Coupled with a developmentally normative intense interest in finding a romantic partner, many students’ limited sexual experience makes them likely to experience sexual situations that may be unplanned, unreciprocated or nonconsensual. Early in a relationship, safe sex may be unlikely, in part because of a lack of organization, discomfort discussing the issue and fear of implying that a partner is unhealthy.

Alcohol use may be paired with early sexual experiences in several ways. The desire to get to know potential partners may lead individuals to seek out social contexts where alcohol is served, and positive expectations about the social and sexual enhancement properties of alcohol can increase motivations to drink (Cooper and Orcutt, 1997). Alcohol consumption in turn can make sexual behaviors in general and unsafe behaviors in particular more likely by reducing inhibitions, giving courage and providing an “excuse” for getting wild (Dermer et al., 1998).

Just as new intimate relationships can increase alcohol use, the transition into more committed relationships, such as marriage or even engagement, can decrease it (Leonard and Rothbard, 1999). Indeed, this general “marriage effect” appears to explain normative age-related decreases in alcohol and other drug use (Bachman et al., 1997).

Achievement domain transitions

Adolescents and young adults face a series of major educational and/or occupational transitions. Successful adaptation to and performance in educational and occupational domains is healthy development. The acquisition of knowledge, critical thought and practical skills helps define concurrent and future optimal development (Clausen, 1991). In contrast, difficulties in negotiating these critical transitions can contribute to cumulative and emergent health risks.

School transitions. Before college, adolescents typically experience transitions to middle school and high school. Embedded in these formal contextual changes are more gradual and subtle alterations, including spending the day with one teacher to moving between classrooms with specialized instructors (Eccles et al., 1993). Postsecondary education takes these shifts further, to classes in multiple buildings with large groups of students, taught by specialized instructors who may not know each other, let alone the students.

The majority of American adolescents attend some form of postsecondary education. College attendance greatly improves lifetime occupational prospects and earnings and, when attended full time, also postpones adult roles such as full-time worker, spouse and parent (Marini, 1987). An extended passage toward adulthood can have many noneducational benefits, including an opportunity to learn, explore ideas and pursue personal and academic interests (Pascarella and Terenzini, 1991). Likewise, individuals can experiment with various behaviors, values and lifestyles. In other words, the college experience can provide a safe haven for exploration, a developmental moratorium (Arnett, 2000; Sherrod et al., 1993).

Transitions to new educational settings require major adaptations that may be stressful but also provide opportunities for a fresh start (Aseltine and Gore, 1993; Eccles et al., 1993; Sher et al., 1996). Thus it is a time of both vulnerability and growth (Compas et al., 1986). Just as the transition to college engenders important changes in students’ relationships with their families of origin, peers and romantic partners, it brings dramatic increases in autonomy. For example, for the first time, students have the legal right to privacy of their academic records. As a result of the 1977 federal Family Educational Rights Privacy Act, colleges can release only very limited information about students’ educational records even to the students’ parents. Recent amendments, however, permit the release of information about alcohol and drug violations for those under age 21.

Cultural norms promote heavy drinking as a rite of passage during the undergraduate years (Prentice and Miller, 1993). Films show large groups of students living together, partying and having a great time. Reputations of campuses as “party” schools are passed formally (e.g., via college guides) and informally among social networks. The desire to make new friends and to participate in the mythical college experience may lead to socially motivated heavy drinking (Transition Catalyst Model) (Cooper et al., 1998; Maggs, 1997). Finally, the stressful aspects of adapting to a new social world and heavier academic demands may also promote alcohol use to help students relax (Overload Model) (Windle, 1992).
Work transitions. Paid work is another major achievement transition. During high school, working more hours is associated with higher levels of use of alcohol and other drugs (e.g., Bachman and Schulenberg, 1993; Greenberger and Steinberg, 1986; Mortimer et al., 1996). There is considerable disagreement about the causal direction between work hours and substance use, with one partial explanation involving “third variables” (e.g., disengagement from school) that contribute to increased intensity and substance use (Bachman and Schulenberg, 1993). Nevertheless, work hours appear to be causally related to increased alcohol use among adolescents (Mortimer et al., 1996). Potential explanations relate to the Overload Model (e.g., stress of balancing long work hours with other activities) and the Developmental Mismatch Model (e.g., most adolescent jobs do not provide developmentally appropriate experiences).

Although part-time work is common during college, little empirical work has examined the relation between work intensity and substance use during college. To the extent that part-time work contributes to additional stress (i.e., the Overload Model), alcohol and other drug use would be expected to increase. In contrast, to the extent that part-time work provides a good match with course work and desired career path (i.e., the Developmental Mismatch Model), substance use might decrease as a function of work.

The transition from school to full-time work is associated with declines in substance use (Bachman et al., 1997; Wood et al., 2000), although this is less true for high school students who go directly to full-time work (Schulenberg et al., 2000). This transition is one defining feature of the transition to adulthood with its concomitant changes in responsibilities, freedoms and contexts. Although this transition is associated with decreased substance use, this decline appears to be impacted more by the transition into marriage (Bachman et al., 1997).

Implications for Research and Intervention

Developmental research on substance use etiology and intervention

Multiwave, contextually sensitive longitudinal research is essential for gaining a fuller understanding of substance use etiology and intervention (Eddy et al., 1998; Loeb and Farrington, 1994; Schulenberg et al., 2001b). Such data permit researchers to consider complex mediational and reciprocal models linking risk and protective factors with substance use over time (Curran and Muthén, 1999; Rutter, 1994; Windle and Davies, 1999) as well as to identify different (often nonlinear) trajectories of substance use onset and change (Babor et al., 1992; Cloninger, 1987; Zucker, 1987). Short-term, intensive repeated-measures data are valuable for examining processes linking proximal influences such as the transition into college, concurrent risk factors and substance use. Long-term multiwave panel data are essential for understanding how distal influences relate to proximal ones (e.g., how childhood and adolescent risk and protective factors relate to alcohol and other drug use during college).

A developmental perspective emphasizes the importance of taking a long view on intervention effects (Maggs et al., 1997). Positive short-term effects are important, and enduring salutary effects on developmental trajectories are especially important. Often no measurable improvement in behavior is visible at the conclusion of a preventive intervention (Dielman, 1994), indicating the need for continued assessment, as minor alterations in the slope of a trajectory can result in consequential changes as they accumulate over many years (Kellam and Rebok, 1992; Maggs and Schulenberg, 2001). Long-term intervention research provides opportunities to test etiological theories by altering the constellation of risk factors and observing whether hypothesized changes occur (Coie et al., 1993; Dishion et al., 1999; Kellam and Rebok, 1992; Maggs and Schulenberg, 1998).

Programs and policies regarding college drinking

Developmental transitions represent windows of opportunity for effecting change. These naturally occurring periods of disequilibrium can be utilized to try to divert previously established risky trajectories and encourage healthy habits, skills and relationships. In this section, we offer a selective list of program and policy implications to help illustrate how developmental considerations can and should come into play when attempting to reduce college drinking. When appropriate, we make reference to intervention implications that follow from the five conceptual models discussed earlier (see Table 1).

Facilitate developmental transitions. Going off to college reflects several important developmental transitions in the identity, affiliation and achievement domains. To the extent that difficulties with these transitions contribute to increased alcohol and other drug use, then efforts to assist in successfully negotiating the transitions should translate into less substance use (Schulenberg et al., 2001b). Consistent with the Overload Model, preparing young people in advance of entering college and providing support during the many transitions should serve to increase coping capacities to deal with the stress of multiple simultaneous transitions. Consistent with the Developmental Mismatch Model, ensuring a good match between a young person’s expectations about college and what the college experience can actually provide would be beneficial as well. Successful adaptations to transitions are fundamental aspects of development. Although some transitions can be difficult, it is through such challenges that individuals grow, acquiring advanced characteristics competencies. Gaining a better
understanding of how the world works, broader access to social support and greater control over one’s social context will likely increase one’s ability to avoid or alter detrimental behaviors.

*Intervene at the level of the context and the individual-context match.* Following from the developmental contextual perspective, interventions aimed at altering the context can yield salutary changes in individuals (Maggs et al., 1997). Examples of contextual targets for alcohol intervention include changing social norms (e.g., perceived acceptability of heavy drinking), altering laws and penalties for violations (e.g., legislative changes for parental notification), changing marketing practices (e.g., server training) and providing substance-free housing (e.g., Bennett et al., 1992; Grossman et al., 1994; Perkins et al., 1999; Wechsler et al., 2001). Consistent with the Developmental Mismatch Model, broader-based contextual interventions that attempt to increase the match between individuals and their contexts (e.g., career apprenticeship programs) might also prove effective in reducing heavy drinking and other risky behaviors.

*Balance increased freedoms with increased responsibilities.* A defining feature of human growth is the quest for increased mastery over oneself and the environment (e.g., Harter, 1999; Heckhausen, 1999). This quest requires a balance of increased freedoms and responsibilities, as too much of either can thwart the progression of mastery. Once at college, students may suddenly have more personal freedom than responsibility, and more peers in the same situation, thus providing an opportunity for casual substance use to be transformed into frequent heavy use. Consistent with the Developmental Mismatch Model, the social role ambiguity and transience of this period in life may discourage commitment to social conventions and implicitly encourage heavy drinking by creating an imbalance of increased personal freedoms without parallel social responsibilities. Possible solutions include slowing the pace of increased freedoms (e.g., dorm curfews for first-year students), increasing social responsibilities through community work (see Youniss and Yates, 1997) and involving students in campus governance and discipline.

*Interventions should be varied and developmentally relevant.* Developmentally relevant interventions take into account what is known about normative developmental changes and concerns of a given population. As a group, college students have unique needs simultaneously to build social lives, form romantic and sexual attachments, maintain positive relationships with their families of origin, succeed academically, decide on and progress toward a career and manage their complex daily lives. Thus simple upward extensions of high school prevention efforts are less likely to be effective, whereas programs that incorporate how college students see drinking problems and possible solutions are more likely to be effective. Likewise, consistent with the Transition Catalyst Model (where drinking is viewed as facilitating transitions), high-quality diversion programs that provide numerous and varied alternatives to drinking for meeting social, romantic and stress-reduction goals are likely to prove effective.

Consistent with the Increased Heterogeneity Model, students with extensive substance use histories before college may be at risk for greater adjustment difficulties in general (e.g., Chassin et al., 1999a). They are unlikely to be influenced by standard prevention efforts, suggesting the need for more intensive targeted interventions (e.g., Darke and Goldman, 1993). In contrast, for college students on a developmentally limited trajectory of heavy drinking, adjustment problems may be neither a cause nor a consequence of their heavy drinking, and intensive personal interventions may prove counterproductive; instead, high-quality diversion programs or harm-reduction approaches may prove effective (Marlatt et al., 1995).

*Reduce negative consequences of heavy drinking.* Systematic broad-based programs and policy changes may eventually be effective in decreasing the rates of heavy drinking among the nation’s college students, and specific campuses may be able to effect more localized change. Nevertheless, given that heavy drinking tends to be culturally embedded in the transition to young adulthood in general, and the college experience in particular, it is unlikely that we will see large reductions in national rates in the short term. This underscores the importance of attempting to reduce the negative consequences of heavy drinking (i.e., harm reduction) (Marlatt et al., 1995). Following from the Transition Catalyst Model, risk taking plays an essential role in identity formation (Baumrind, 1987) and in negotiating peer-related and other developmental transitions (Brown et al., 1997; Chassin et al., 1989). Consistent with the Heightened Vulnerability to Chance Events Model, an adaptive strategy in negotiating the transition to college is to explore one’s new contexts and one’s identity in relation to the new contexts, a strategy that tends to increase the odds of unpredictable events. Therefore, it is essential to provide students with strategies for successfully managing risky behaviors and negotiating chance encounters with accompanying potential negative consequences.

**Conclusion**

For most students, heavy drinking and associated problems tend to peak during college amid the abundance of explicit and subtle expectations and opportunities to drink and then to subside as they move into adulthood roles. This normative shift is quite remarkable: In a few short years, the excessive drinking and concomitant negative consequences experienced by many students that would likely reflect diagnosable alcohol misuse (and often alcohol dependence) at other points in the life span simply run their
course and stop. For other students, heavy drinking becomes troublesome and tragic. By understanding how alcohol and other drug use fits in young people’s lives, and specifically how it is embedded in their numerous developmental transitions, we can have a stronger foundation for understanding etiology and for effecting positive change.
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ABSTRACT. Objective: This article reviews the literature on adolescent brain development and considers the impact of these neural alterations on the propensity to use and misuse alcohol. Method: Neural, behavioral and hormonal characteristics of adolescents across a variety of species were examined, along with a review of the ontogeny of ethanol responsiveness, tolerance development and stress/alcohol interactions. Results: The adolescent brain is a brain in transition. Prominent among the brain regions undergoing developmental change during adolescence in a variety of species are the prefrontal cortex and other forebrain dopamine projection regions, stressor-sensitive areas that form part of the neural circuitry modulating the motivational value of alcohol and other reinforcing stimuli. Along with these characteristic brain features, adolescents also exhibit increased stressor responsivity and an altered sensitivity to a variety of ethanol effects. Findings are mixed to date as to whether exposure to ethanol during this time of rapid brain development alters neurocognitive function and later propensity for problematric ethanol use. Conclusions: Developmental transformations of the adolescent brain may have been evolutionarily advantageous in promoting behavioral adaptations to avoid inbreeding and to facilitate the transition to independence. These brain transformations may also alter sensitivity of adolescents to a number of alcohol effects, leading perhaps in some cases to higher intakes to attain reinforcing effects. These features of the adolescent brain may also increase the sensitivity of adolescents to stressors, further escalating their propensity to initiate alcohol use. Additional investigations are needed to resolve whether ethanol use during adolescence disrupts maturational processes in ethanol-sensitive brain regions. (J. Stud. Alcohol, Supplement No. 14: 71-81, 2002)

TO NEGOTIATE with success the developmental transition from youth to maturity, adolescents of many species must survive the risks and stresses of this passage while obtaining the skills necessary for independence. Although certain attributes of human adolescents are unique and not evident in other species, other characteristic features are expressed by adolescents of diverse species and may have been evolutionarily adaptive in helping adolescents conquer this critical transition.

Characteristics of Adolescence in Humans and Other Animals

The process of adolescence is not synonymous with puberty. Adolescence includes the entire transition from childhood to adulthood; puberty is a more discrete phase during which the physiological and neuroendocrine alterations associated with sexual maturation occur. Puberty is only one of the ontogenetic alterations occurring during adolescence, with the timing of this phase within the broader framework of adolescence varying notably among human adolescents (e.g., Dubas, 1991).

The temporal boundaries of adolescence are elusive. It is difficult in any species to characterize when the first transition of adolescence begins to emerge and the last remnant still persists. In humans, adolescence is commonly defined as the second decade of life (Petersen et al., 1996), with ages up to 25 years considered late adolescence by some researchers (Baumrind, 1987). In rats, commonly cited times for the onset of adolescence are postnatal days 28-32 (P28-32), with offsets between P38-55 (e.g., Ojeda and Urbanski, 1994), although this timing is somewhat disputed (Odell, 1990) and may depend on growth rate (Kennedy and Mitra, 1963). Spear and Brake (1983) operationally defined “periadolescence” as the age period around the time of sexual maturation when age-specific behavioral and psychopharmacological discontinuities were evident. Using this criterion, the age period of approximately P28-42 in rats was conservatively designated as periadolescence, with animals of this age showing numerous neurobehavioral alterations from significantly younger (pre- or postweanling) animals as well as more mature (P60 and older) animals. Adolescence in monkeys typically occurs in the age range of 2-4 years (see Lewis, 1997).

Hormonal concomitants of adolescence

Puberty represents a reactivation, after a prolonged period of suppression during the childhood/juvenile period, of pulsatile release of gonadotropin-releasing hormone that was evident perinatally. This reinstatement of pulsatile release of gonadotropin-releasing hormone induces pulsed release of follicle-stimulating hormone and luteinizing hormone, which in turn stimulate release of gonadal hormones...
Behavioral characteristics of adolescence

Adolescents of a variety of species differ behaviorally from younger and older individuals on a number of dimensions consistent with a developmental trajectory toward the goal of independence. Adolescent rats exhibit increases in exploration and novelty seeking relative to other aged rats (e.g., Spear et al., 1980; for review, see Spear, 2000). They also spend more time in social interactions with conspecifics (Fassino and Campbell, 1981; Primus and Kellogg, 1989). Sex differences in behavior also begin to emerge in adolescence, with some of these differences being driven in part by organizational influences of pubertal hormones (e.g., Beatty and Fessler, 1977; Brand and Slob, 1988). Human adolescents likewise exhibit increases in social behavior (Csíkszentmihalyi et al., 1977), as well as a disproportionate amount of reckless behavior, sensation seeking and risk taking relative to individuals at other ages (Arnett, 1992). Together such age-related modifications in behavior are consistent with the need of the adolescent to explore novel domains and establish new social relationships during the process of achieving parental independence. Across most mammalian species, adolescence is associated with emigration of male and/or female adolescents away from the natal group into unknown territory, a strategy thought to have been evolutionarily advantageous for species to avoid the detrimental effects of inbreeding (e.g., see Schlegel and Barry, 1991).

Adolescents also seemingly exhibit age-related alterations in the way they respond to motivational stimuli. Human adolescents exhibit an increase in negative affect and depressed mood relative to younger or older individuals (e.g., Larson and Asmussen, 1991). In addition to greater negative affect, adolescents seemingly experience and expect to experience positive situations as less pleasurable than younger or older individuals. Between late childhood and adolescence, the number of reports of feeling happy drops by 50%; even when engaged in the same activities, adolescents find them less pleasurable than do adults (Larson and Richards, 1994). Thus human adolescents appear to show some degree of anhedonia, seeming to attain less positive impact from stimuli with moderate to low incentive value. As a consequence, adolescents may be predisposed to pursue new appetitive reinforcers through increases in risk taking and novelty-seeking behaviors, including alcohol and drug use.

In animal studies, adolescents also have been shown to exhibit characteristic alterations in psychopharmacological sensitivity suggestive of a temporary hyposensitivity of one or more dopamine (DA) systems during adolescence. For example, adolescent rats are less sensitive than their younger or older counterparts to the acute stimulatory effects of catecholaminergic agonists such as amphetamine and cocaine, but conversely are more sensitive to the DA antagonist haloperidol (for references and discussion, see Spear and Brake, 1983). Indeed, alterations in mesocorticolimbic DA systems are a particular hallmark of the adolescent brain, as discussed in the next section.

Neural alterations during adolescence

The adolescent brain is unique and in a state of transition as it undergoes both progressive and regressive changes (for review, see Spear, 2000). One brain region prominently altered during adolescence across a variety of species is the prefrontal cortex, an area thought to subserve higher cognitive abilities such as the bridging of temporal delays in memory (e.g., Diamond, 1991). For example, absolute prefrontal cortex volume declines in adolescence in humans (Jernigan et al., 1991) as well as in rats (van Eden et al., 1990). Substantial synapse elimination occurs during adolescence in the prefrontal cortex and other cortical regions in humans (Huttenlocher, 1984) and in nonhuman primates (Zecevic et al., 1989). At least a portion of this synapse elimination in the prefrontal cortex appears to be associated with the marked developmental loss of presumed glutaminergic excitatory input (Zecevic et al., 1989). In contrast, DA input to the prefrontal cortex in nonhuman primates increases during adolescence to peak at levels well above those seen earlier or later in life (Rosenberg and Lewis, 1994; for review, see Lewis, 1997). Increases in prefrontal cortex DA input through adolescence are also evident in rats (Kalsbeek et al., 1988). Cholinergic innervation of the prefrontal cortex likewise increases in adolescence to reach mature levels in rats (Gould et al., 1991) and humans (Kostovic, 1990).

Maturational changes during adolescence are also evident in other brain regions such as the hippocampus of rodents (Dumas and Foster, 1998; Wolfer and Lipp, 1995) and humans (Benes, 1989). Alterations evident in the hypothalamus include qualitative differences in norepinephrine (NE) release evident in adolescents relative to younger or older rats, along with pharmacological alterations consistent with the suggested emergence in adolescence of inhibitory alpha-2 NE autoreceptors (Choi and Kellogg, 1992; Choi et al., 1997).
Dopaminergic systems undergo substantial reorganization during adolescence. More than one-third to one-half of the DA D<sub>1</sub> and D<sub>2</sub> receptors present in the striatum of juveniles are lost by adulthood in both humans (Seeman et al., 1987) and rats (Gelbard et al., 1989; Teicher et al., 1995). This peak in D<sub>1</sub> and D<sub>2</sub> binding during adolescence and subsequent decline is much more pronounced in the striatum than in the nucleus accumbens (Teicher et al., 1995) and in male rats than in female rats (Andersen et al., 1997b). Not all DA receptors show this overproduction and pruning, with juveniles having only 40% of adult-typical DA D<sub>3</sub> receptor levels in striatal and accumbens regions (Stanwood et al., 1997). The DA transporter likewise undergoes a protracted period of development in mesolimbic and mesocortical brain regions, with only about 70% of adult uptake levels being seen prior to adolescence onset in rats (Coulter et al., 1996).

Developmental events during adolescence may alter the relative balance of DA activity between the prefrontal cortex and striatal or mesolimbic terminal regions, resulting in a greater predominance of DA activity in the prefrontal cortex during early adolescence. As mentioned previously, DA input to the prefrontal cortex increases during adolescence in nonhuman primates (Rosenberg and Lewis, 1994) and rats (Kalsbeek et al., 1988). Basal DA synthesis peaks in rat prefrontal cortex early in adolescence and subsequently wanes, while synthesis is low at this time in nucleus accumbens and subsequently increases (Andersen et al., 1997a). Similar data are obtained from estimates of DA turnover (Teicher et al., 1993). Interestingly, although the prefrontal cortex is seemingly devoid of synthesis-modulating autoreceptors in adulthood (e.g., Galloway et al., 1986), convincing evidence has been obtained for a transient expression of DA autoreceptor-like modulation of DA synthesis in the prefrontal cortex early in life that disappears during adolescence (Andersen et al., 1997a; Teicher et al., 1991).

A shift in the balance of DA activity from the nucleus accumbens to the prefrontal cortex early in adolescence would seemingly result in a relative DA deficiency at this time in the accumbens, a mesolimbic brain region critical for modulating the salience of various incentive stimuli, including alcohol and other drugs of misuse (e.g., Koob, 1992). Functional DA deficits in the accumbens and related mesolimbic brain regions have been linked to a reward deficiency syndrome. Individuals with this syndrome have been postulated to “actively seek out not only addicting drugs but also environmental novelty and sensation as a type of behavioral remediation of reward deficiency” (Gardner, 1999, p. 82). It remains to be determined whether adolescents, because of age-related shifts in the balance of DA activity among mesocorticolimbic brain regions, might show a transient “reward deficiency syndrome” that is milder although qualitatively similar to that hypothesized to be characteristic of abstinent drug users and other at-risk adults. Consistent with this speculation is evidence (previously discussed) that human adolescents show signs of anhedonia, as well as findings that adolescent animals exhibit a reduced sensitivity to certain effects of drugs such as alcohol when compared with their adult counterparts (see discussion below).

Clearly, the brain of the adolescent is in transition. Neural regions showing prominent alterations during adolescence include the prefrontal cortex as well as other forebrain DA projection regions. Given the importance of these brain areas in modulating reward efficacy of reinforcing drugs (Koob, 1992), sensitivity to the environment and stressors (e.g., Dunn and Kramarcy, 1984) and the association between the two (e.g., Goeders, 1997; Piazza et al., 1991), it is not surprising that adolescents vary notably from more mature animals in their responsivity to ethanol, stressors and their interaction, as discussed in the sections below.

**Ontogeny of Responsivity to Ethanol**

**Prevalence of alcohol use in adolescents**

In the 2000 Monitoring the Future Survey of the National Institute on Drug Abuse (Johnston et al., 2001), 43% of 8th graders, 65% of 10th graders and 73% of high school seniors reported that they had used alcohol in the past year. About 8% of 8th graders, 24% of 10th graders and 32% of 12th graders also reported getting drunk on one or more occasions during the past month. Clearly, many adolescents use alcohol, with evidence of excessive use emerging in some individuals.

Adolescents are not immune to the development of dependence and may exhibit a variety of alcohol dependence symptoms, including evidence of ethanol tolerance, escalated patterns of use and difficulty in cutting down or quitting (Pollock and Martin, 1999). Once adolescents become dependent on alcohol, their rates of relapse approximate those of alcoholic adults, despite the much shorter chronicity of alcohol use in the adolescent (Brown, 1993). Escalation of alcohol use may be unusually rapid during adolescence. Compared with individuals initiating drug use in adulthood, adolescent-onset individuals had “accelerated dependency courses, with shorter times from first exposure to dependence for alcohol and cannabis and shorter times between their first and second dependencies” (Clark et al., 1998, p. 120).

Adolescent rats display two to three times higher levels of ethanol intake relative to their body weights than do more mature animals (Brunell et al., 2001; Lancaster et al., 1996), although ethanol preference per se does not peak until well into adulthood (around 5 months of age [Goodrick, 1967; Parisella and Pritham, 1964]). The notably different ontogenetic conclusions reached when using gram-per-
kilo

gram intake versus percentage of total fluid to index ethanol consumption seemingly reflect ontogenetic differences in total fluid consumption, with adolescent rats exhibiting greater overall fluid (and food) consumption than adults. Indeed, during the adolescent growth spurt, caloric intake relative to body weight is greater than at any other time in the life span (e.g., Nance, 1983). Adolescent humans also exhibit elevated metabolic activity and developmental hyperphagia (e.g., Ganji and Betts, 1995; Post and Kemper, 1993), with heavy alcohol use often being “adolescence-limited” (e.g., Bates and Labouvie, 1997).

The elevated consummatory patterns of adolescence could contribute to high levels of ethanol intake by these growing individuals relative to their body weight. As discussed below, adolescents might be able to sustain comparatively large ethanol intakes due to their relative insensitivity to the sedative and locomotor incoordinating effects of ethanol, which may be in part related to their greater propensity to develop acute and functional tolerance relative to more mature organisms.

Acute responsivity to alcohol

Studies using a variety of measures in laboratory animals have observed increases in ethanol sensitivity from infancy through adolescence and into adulthood, with further increases in sensitivity during the aging process (e.g., York and Chan, 1993). This early insensitivity to many ethanol effects is evident despite slower rates of ethanol metabolism in younger animals (e.g., Silveri and Spear, 2000; Zorzano and Herrera, 1989) and is evident using measures such as lethal dose (Hollstedt and Rydberg, 1985), motor impairment (Hollstedt et al., 1980; Moy et al., 1998), hypothermia (Silveri and Spear, 2001; Spiers and Fusco, 1991), anxiolytic effects (Vartlinskaya and Spear, 2001) and ethanol-induced hypnosis (Ernst et al., 1976; Little et al., 1996; Silveri and Spear, 1998). These findings, however, are not ubiquitous (e.g., Keir and Deitrich, 1990).

Whether a similar insensitivity to various ethanol effects is evident prior to maturity in humans is unknown, with research in this area limited by ethical constraints. Even if it were possible to conduct controlled studies of ethanol responsivity in children and adolescents, interpretation of across-age data would be complicated by issues such as history of prior use, ethanol tolerance and intoxicated practice effects. On the one hand, it could be argued that an adolescent insensitivity to ethanol effects would be inconsistent with the high incidence of morbidity and mortality during adolescence (Irwin and Millstein, 1992) due in part to risk behaviors involving alcohol use (e.g., drinking and driving) (Donovan, 1993). On the other hand, a relative insensitivity to ethanol effects could contribute to the high incidence of heavy episodic drinking among adolescents. In the year 2000 data from the Monitoring the Future Study, 14.1% of 8th graders, 26.2% of 10th graders and 30.0% of 12th graders reported drinking five or more drinks in a row within the past 2 weeks. Surprisingly, these percentages at the two younger ages were higher than those reporting drunkenness, with only 8.3% of 8th graders and 23.5% of 10th graders indicating that they were drunk on one or more occasions during the past month (comparable data for 12th graders was 32.3%). To the extent that these data are accurate, fewer young to mid-adolescents reported being drunk than drinking five or more drinks in a row, findings consistent with a relative insensitivity to ethanol intoxication among younger adolescents when compared with more mature individuals. Alternatively, these survey data could reflect inflation of alcohol consumption or inaccuracies in perception or reporting of intoxication among younger adolescents.

Although studies using animal models have documented that adolescents are resistant to many ethanol effects, they are conversely more sensitive to certain restricted effects of ethanol—specifically ethanol-induced disruptions of hippocampal plasticity and memory. Swartzwelder et al. (1995a,b) found that hippocampal slices from preadolescent (P15-25) rats were more sensitive than adult slices to ethanol disruption of both N-methyl-D-aspartate (NMDA)-mediated excitation as well as stimulus-induced long-term potentiation. Behaviorally, P30 adolescent rats were found to be more impaired than adult rats by ethanol in a hippocampally related spatial memory task in the Morris maze, whereas nonspatial performance was unaffected by ethanol at either age (Markwiese et al., 1998). Somewhat similar age-related memory disruptions by ethanol have been reported in humans, with early postadolescent (21- to 24-year old) adults showing more ethanol-induced disruption of memory acquisition on both semantic and figural memory tasks than slightly older (25- to 29-year old) individuals (Acheson et al., 1998). Thus, although reduced sensitivity to motor impairing, anxiolytic and sedative consequences of ethanol (see above) may permit adolescents to consume greater amounts of ethanol, this exposure may have more adverse effects on hippocampally related memory processing than later in life.

Taken together, the animal data show that the mosaic of behavioral sensitivities to different ethanol effects vary between adolescents and adults, with adolescents showing greater sensitivity to ethanol-induced impairments of cognitive performance and long-term potentiation, but less sensitivity to ethanol-related sedative, motor impairment and anxiolytic effects. These divergent patterns of sensitivities may represent differential development of neural systems underlying different cognitive and behavioral consequences of ethanol. For example, although ethanol-induced disruption of spatial memory appears to be linked to developmental changes in hippocampal glutamate/NMDA systems (see Swartzwelder et al., 1995a,b), developmental immatu-
Adolescence (for review, see Spear, 2000), including neural systems undergoing developmental change during, given that stressors selectively activate many of the individuals at other ages. This perhaps should not be surprising, as adolescents may also respond differently to stress than in- possibly being greater in adolescence than at other ages, as reported to exhibit more prolonged stress-induced increases in adolescents but not adults. In this study, the chronic social stress was also observed to increase anxiety (indexed by a suppression of the time spent on the open arms of an elevated plus maze) in the adolescents but not the adult mice.

In behavioral studies with laboratory animals, adolescents often have been observed to be more susceptible to stressors than adults. For example, adolescent rats show more stress-induced immobility during forced swim testing (Walker et al., 1995) or in the presence of intermittent foot- shock (Campbell et al., in preparation) than do adults. As another example, Stone and Quatermain (1997) found that chronic exposure to social stress (placement in the cage of an isolated adult male for 5 minutes daily for 5 days) or a daily period of restraint stress had a greater impact on adolescent mice (P28-32) than on adult male mice, suppressing food intake and body weight gain in adolescents but not adults. In this study, the chronic social stress was also observed to increase anxiety (indexed by a suppression of the time spent on the open arms of an elevated plus maze) in the adolescents but not the adult mice.

Exposure to a stressor activates the hypothalamic-pituitary-adrenal (HPA) axis, resulting in a cascading sequence of hormone release from the hypothalamus (corticotropin-releasing factor), pituitary (adrenocorticotropic hormone [ACTH]) and adrenals (corticosterone in rats; cortisol in humans). Whereas some research has reported that there are developmental increases in HPA activity through adolescence in humans (Kiess et al., 1995), the ontogeny of stress-induced activation of the HPA system and associated neurobehavioral consequences has been most systematically examined in laboratory animals. Peak ACTH and corticosterone responses to stress generally increase during ontogeny to reach an asymptote in rats around adolescence, at least in males (Bailey and Kitchen, 1987; Meaney et al., 1985a; Ramaley and Olson, 1974; Rivier, 1989; Walker et al., 1986). Adolescent rats have also been reported to exhibit more prolonged stress-induced increases in corticosterone than adults (Choi and Kellogg, 1996; Goldman et al., 1973; Sapolsky et al., 1985). This delayed poststress recovery presumably reflects immature feedback regulation mediated in part by glucocorticoid receptors in the hippocampus (e.g., Meaney et al., 1985a,b). Thus adolescence may be associated with a greater overall corticoid response to stress, with this stress-induced increase being elevated relative to younger animals and prolonged relative to adults.

**Stress, Adolescence and Alcohol Misuse**

**Stress and adolescence**

Navigating the developmental transition toward independence is often stressful for human adolescents, and indeed adolescents appear to experience a greater number of negative life events than preadolescents (Larson and Asmussen, 1991). In addition to the actual frequency of life stressors possibly being greater in adolescence than at other ages, adolescents may also respond differently to stress than individuals at other ages. This perhaps should not be surprising, given that stressors selectively activate many of the neural systems undergoing developmental change during adolescence (for review, see Spear, 2000), including mesocorticolimbic DA projections implicated in modulating the reward value of drugs (Dunn and Kramarcy, 1984).

In general, adolescents appear to respond with greater negative affect to circumstances in their environment than do children and adults (Larson and Richards, 1994). They also typically find the circumstances of their lives to be more anxiety provoking and stressful. For example, using electronic diaries to monitor moods and certain behaviors of 14-year olds, Whalen et al. (2001) found that even adolescents who scored low on externalizing and depression measures reported feeling anxious more than one-third of the time and stressed about 25% of the time.

In behavioral studies with laboratory animals, adolescents often have been observed to be more susceptible to stressors than adults. For example, adolescent rats show more stress-induced immobility during forced swim testing (Walker et al., 1995) or in the presence of intermittent foot-shock (Campbell et al., in preparation) than do adults. As another example, Stone and Quatermain (1997) found that chronic exposure to social stress (placement in the cage of an isolated adult male for 5 minutes daily for 5 days) or a daily period of restraint stress had a greater impact on adolescent mice (P28-32) than on adult male mice, suppressing food intake and body weight gain in adolescents but not adults. In this study, the chronic social stress was also observed to increase anxiety (indexed by a suppression of the time spent on the open arms of an elevated plus maze) in the adolescents but not the adult mice.

Exposure to a stressor activates the hypothalamic-pituitary-adrenal (HPA) axis, resulting in a cascading sequence of hormone release from the hypothalamus (corticotropin-releasing factor), pituitary (adrenocorticotropic hormone [ACTH]) and adrenals (corticosterone in rats; cortisol in humans). Whereas some research has reported that there are developmental increases in HPA activity through adolescence in humans (Kiess et al., 1995), the ontogeny of stress-induced activation of the HPA system and associated neurobehavioral consequences has been most systematically examined in laboratory animals. Peak ACTH and corticosterone responses to stress generally increase during ontogeny to reach an asymptote in rats around adolescence, at least in males (Bailey and Kitchen, 1987; Meaney et al., 1985a; Ramaley and Olson, 1974; Rivier, 1989; Walker et al., 1986). Adolescent rats have also been reported to exhibit more prolonged stress-induced increases in corticosterone than adults (Choi and Kellogg, 1996; Goldman et al., 1973; Sapolsky et al., 1985). This delayed poststress recovery presumably reflects immature feedback regulation mediated in part by glucocorticoid receptors in the hippocampus (e.g., Meaney et al., 1985a,b). Thus adolescence may be associated with a greater overall corticoid response to stress, with this stress-induced increase being elevated relative to younger animals and prolonged relative to adults.

Tolerance development

Differential sensitivity to various ethanol effects between adolescents and adults may also be attributable in part to possible ontogenetic differences in the capacity to develop ethanol tolerance. For example, the resistance of young organisms to ethanol’s hypnotic effects has been shown to be related in part to the tolerance that develops within a given ethanol exposure period. This form of within-session tolerance is called acute tolerance and is very prevalent early in life, declining to reach adult levels only during late adolescence (Silveri and Spear, 1998). This ontogenetic decline may be specific to acute tolerance, with forms of tolerance that emerge only following repeated ethanol exposures showing different ontogenetic patterns. For example, Silveri and Spear (1999) reported that preweanling and adolescent rats showed no evidence of rapid tolerance (tolerance developing with 24-48 hours after repeated ethanol exposures) to ethanol-induced sleep, whereas such tolerance was evident in adults. On the other hand, following multiple ethanol exposures, adolescents have been reported to exhibit more chronic tolerance to ethanol-induced hypothermia than adult rats (Swartzwelder et al., 1998). The sometimes greater propensity for adolescent animals to develop these compensatory adaptations to ethanol may contribute to their relative resistance to many ethanol effects relative to their more mature counterparts. Yet it remains to be determined whether similar adaptations would be evident in human adolescents. Empirical research of this nature would be difficult to conduct given ethical constraints on exposing human children and adolescents to ethanol even on a single occasion, let alone repeatedly.
Although little explored, the nervous system also appears to respond differently to stressors during adolescence than at younger or older ages. For example, Choi and Kellogg (1996) observed a blunted hypothalamic NE response to stress in late adolescent rats (P42), a transition between the increased stress-related NE utilization seen in early adolescence (P28) and the decreased utilization seen in adulthood. A similar adolescent transitional period was seen in terms of autonomic reactivity to stressor stimuli in the peripheral nervous system. Whereas preweaning rat pups exhibited heart rate bradycardia to an aversive stimulus, heart rate tachycardia emerged by adolescence, with this increased heart rate mediated by parasympathetic withdrawal in adolescents but primarily by sympathetic activation in adults (Kurtz and Campbell, 1994).

Thus, along with the presumed increase in the number of stressors to which adolescents are exposed as they navigate this critical developmental transition, the way adolescents respond to stressors may vary hormonally, behaviorally and neurally from that of other aged organisms.

**Stress and alcohol consumption in adolescents**

The apparent increase in the number of stressors to which adolescents are exposed and their age-typical responses to such stressors have been postulated to contribute to the frequent initiation of alcohol and other drug use in adolescence (e.g., Pohorecky, 1991; Wagner, 1993) as well as to the frequent emergence in adolescence of schizophrenic symptomatology in vulnerable individuals (Walker and Diforio, 1997). Indeed, alcohol use among adolescents has been shown to be predicted by stressors such as prior abuse, victimization and other negative life events (Kilpatrick et al., 2000; Sussman and Dent, 2000); negative school-related events (Unger et al., 2001); neighborhood stress (Scheier et al., 1999); and parental conflict and peer relationship problems (Aseltine and Gore, 2000). Coping strategies may interact with levels of stress in predicting alcohol-related problems (Laurent et al., 1997), with alcohol use suggested to be one of a number of “maladaptive ways to cope with stress” (Scharf, 1999).

Perceiving events as being stressful may be of particular importance in exacerbating the already elevated propensity of human adolescents to exhibit alcohol use and other drug-taking behavior (Baer et al., 1987; Deykin et al., 1987; Tschann et al., 1994; Wills, 1986; but see also Hansell and White, 1991). After peer substance use, the next most powerful predictor of adolescent alcohol and drug use was found by Wagner (1993) to be levels of perceived stress, with the appraisal of events as being stressful of more importance than the absolute number of such events. Adolescents, especially younger adolescents, may be particularly prone to these stressor effects. In her review of the literature on stress effects on alcohol consumption in humans, Pohorecky (1991) concluded that stress is most convincingly associated with alcohol consumption in adolescence, with more mixed findings evident in studies conducted in adults. Using a linear growth curve analysis to examine age differences in drinking across five waves of data from a community sample of adolescents, Aseltine and Gore (2000) observed the strongest association between stress and drinking among younger adolescents, with the relationship weakening during the late teens and twenties.

Factors contributing to the stress-induced increase in propensity for ethanol use are still being explored. Although the interaction of stress and ethanol intake is complex (for review, see Pohorecky, 1990), stress hormones may play a role. Corticosterone levels in rats generally have been positively related to rates of self-administration of ethanol or other drugs, with adrenalectomy suppressing ethanol consumption (Fahlke et al., 1994) and stress-induced elevations in corticosterone increasing ethanol consumption (e.g., Bowers et al., 1997). Stressors may also enhance the rate of tolerance development to ethanol (Maier and Pohorecky, 1986), thereby indirectly increasing ethanol consumption capacity.

Taken together, the data available to date support the suggestion that the stressors of adolescence along with age-specific neural and hormonal responses to these stressors may contribute to the initiation of ethanol use during adolescence and the emergence of high levels of use among particularly stressed (or stress vulnerable) individuals.

**Does Adolescent Alcohol Exposure Alter Ongoing Processes of Brain Development?**

As discussed previously, the adolescent brain is a brain in flux. Many of the brain areas undergoing dramatic developmental change during adolescence are sensitive to ethanol. Ethanol use during adolescence may alter the developmental processes ongoing in these brain regions and hence may have different consequences than similar amounts of ethanol exposure in adulthood. Several recent studies in laboratory animals have supported this possibility. For example, following a 4-day period of multiple ethanol intubations (resulting in exposures of 9-10 g/kg/day), adolescent rats were found to exhibit substantially more ethanol-induced damage in brain regions including the frontal cortex than similarly treated adults (Crews et al., 2000). Rats exposed chronically to ethanol over a 20-day period that included much of the adolescent period were reported subsequently to exhibit a larger impairment in working memory following acute ethanol challenge than adults who were similarly exposed to ethanol (White et al., 2000). These data extend earlier findings in rats showing long-lasting alterations in cognitive functioning following chronic ethanol exposure during adolescence (Osborne and Butler, 1983). Exposure to ethanol vapor for 5 or 10 days has
recently been reported to alter parietal and hippocampal electroencephalogram activity in adolescent rats (Slawecki et al., 2001), whereas the opportunity to consume alcohol voluntarily during adolescence was found to increase later aggressive behavior in male golden hamsters (Ferris et al., 1998; Shtiegalman et al., 1997). Whether similar effects would be seen with comparable exposures later in life is unknown in these latter studies, given the absence of adult comparison groups. Nevertheless, it appears from the limited amount of evidence available to date that alcohol exposure during adolescence in laboratory animals may not only disrupt puberty-associated increases in reproductive endocrinology in males (Cicero et al., 1990) and females (Dees et al., 1990), but also may induce long-term alterations in neurobehavioral function as well.

A number of studies have recently examined neurocognitive function in human adolescents with a history of extensive alcohol use. Adolescents with alcohol use disorders had been reported to have smaller hippocampal volumes than comparison subjects, with these hippocampal volumes correlating positively with onset age and negatively with duration of the use disorder (De Bellis et al., 2000). Brown et al. (2000) recently observed subtle to modest neuropsychological impairments, including memory retrieval deficits, in alcohol dependent adolescents with a history of heavy drinking during early and mid-adolescence. It remains to be determined, however, whether these reported associations between alcohol use and neuropsychological impairments are causal and whether these findings are relevant for nonclinical populations of adolescents. Indeed, Bates and Tracy (1990) concluded from their assessments of cognitive functioning in a nonclinical sample of 18- to 24-year olds that “cognitive performance bears little direct relation to drinking behaviors in young nonclinical males and females” (p. 242).

When considering potential long-term consequences of adolescent alcohol use, an important issue is whether this exposure alters later sensitivity to, and patterns of, alcohol use. The data are mixed on this point both in studies conducted in humans and in laboratory animals. For example, findings in rodent studies showing that preweaning (Hayashi and Tadokoro, 1985) or postweaning (Ho et al., 1989) exposure to ethanol increases later ethanol preference are countered by results from several groups reporting no increase in later consumption following periods of ethanol exposure that include adolescence (Kakihana and McClearn, 1963; Parisella and Pritham, 1964; Tollerive and Samson, 1991).

Studies conducted in humans likewise present a mixed picture. Early onset of alcohol use has been reported in both prospective and retrospective studies to be a predictor of later problematic use and dependence on alcohol (Barnes and Welte, 1986; Deykin et al., 1987; Ferguson et al., 1994; Friedman and Humphrey, 1985; Grant and Dawson, 1997; Hawkins et al., 1997; Rachal et al., 1982; Robins and Przybeck, 1985) and other drugs (Deykin et al. 1987; Robins and McEvoy, 1990; Robins and Przybeck, 1985; Yamaguchi and Kandel, 1984). However, an association between early ethanol use and later problematic use is not always seen. For example, based on findings from four waves of longitudinal data obtained from a nonclinical population ranging in age from 15 to 31 years, Labouvie et al. (1997) concluded that early use of alcohol did not predict drug or alcohol use at either 20 or 30 years of age. Even if early alcohol consumption is found to predict later problematic use and dependence, it is possible that the early use may merely be serving as a marker of later ethanol problems rather than as a causal precursor. For example, in a study of human twins, Prescott and Kendler (1999) reported that the age of initiation of alcohol use was not a direct risk factor for alcoholism, but was an “alternative manifestation of vulnerability to problematic alcohol involvement” (p. 106).

Taken together, recent evidence supports the suggestion that high amounts of alcohol exposure during adolescence may disrupt critical ongoing processes of brain maturation and influence neurocognitive functioning. These findings, however, still need to be replicated and extended, and their relevance to more moderate patterns of alcohol use determined. Whether early exposure to alcohol during adolescence promotes greater ethanol use and probability of dependence later in life remains to be resolved, with mixed findings both in studies with humans as well as in work using animal models of adolescent alcohol exposure.

Concluding Comments

Alcohol is frequently used by adolescents prior to and during the early college years. This age is critical for study for several reasons. First, the brain of the adolescent is unique and differs from that of younger individuals and adults in numerous regions, including stressor-sensitive, mesocorticollumbaric DA projections that are critical for modulating the perceived value of reinforcing stimuli, including use of alcohol and other drugs. These features of adolescent brain may predispose adolescents to behave in particular ways, increasing their sensitivity to stressors and their propensity to initiate alcohol use. Thus, like a number of adolescent behaviors, the predisposition for alcohol use may be in part biologically determined by age-specific neural alterations that continue into late adolescence.

Certainly, given the dramatic differences between the adolescent and the adult brain, it cannot be assumed that factors precipitating the initiation and escalation of alcohol use would be the same during the stressful period of adolescence as in adulthood. Among critical areas for further investigation is the rather paradoxical notion that adolescents may show a reduced sensitivity to many alcohol effects, perhaps supporting elevated intakes to attain
reinforcing effects and a potentially more rapid progression into dependence by adolescents relative to adults. Another important area for future inquiry is the potential long-term consequences of alcohol use during this time of rapid neural and endocrine maturation. It is often the case that rapidly changing systems are particularly vulnerable to disruption, and hence there may be unique long-term consequences of alcohol exposure during adolescence. Data are mixed on this point to date and further research is needed.
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College Factors That Influence Drinking
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ABSTRACT. Objective: The purpose of this article is to examine the aspects of collegiate environments, rather than student characteristics, that influence drinking. Unfortunately, the existing literature is scant on this topic. Method: A literature review of articles primarily published within the last 10 years, along with some earlier “landmark” studies of collegiate drinking in the United States, was conducted to determine institutional factors that influence the consumption of alcohol. In addition, a demonstration analysis of Core Alcohol and Drug Survey research findings was conducted to further elucidate the issues. Results: Several factors have been shown to relate to drinking: (1) organizational property variables of campuses, including affiliations (historically black institutions, women’s institutions), presence of a Greek system, athletics and 2- or 4-year designation; (2) physical and behavioral property variables of campuses, including type of residence, institution size, location and quantity of heavy episodic drinking; and (3) campus community property variables, including pricing and availability and outlet density. Studies, however, tend to look at individual variables one at a time rather than in combination (multivariate analyses). Some new analyses, using Core Alcohol and Drug Survey data sets, are presented as examples of promising approaches to future research. Conclusions: Given the complexities of campus environments, it continues to be a challenge to the field to firmly establish the most compelling institutional and environmental factors relating to high-risk collegiate drinking. (J. Stud. Alcohol, Supplement No. 14: 82-90, 2002)

IT HAS BEEN almost 50 years since Straus and Bacon (1953) first reported that alcohol on college campuses presented problems to college and university administrators. More recently, in 1989, a survey found that more than 67% of college presidents rated alcohol misuse to be a “moderate” or “major” problem on their campuses (Carnegie Foundation for the Advancement of Teaching, 1990). More to the point, college presidents described alcohol misuse as the single greatest threat to the quality of campus life. This concern has not diminished since the passage of the Drug Free Schools and Communities Act of 1986 and its Amendments of 1989, as evidenced by media reports that have inundated the public of sexual assaults, campus violence, personal injury and deaths where alcohol was cited as a factor in the incidents.

Researchers report that approximately 44% of full-time students at 4-year institutions engage in “binge” or heavy episodic drinking patterns (Wechsler et al., 1994) as do 45.6% of full- and part-time students at 2- and 4-year institutions (Presley et al., 1998). In addition, the Monitoring the Future Study (Johnston et al., 1998a) reported that there have been some notable increases in illicit drug use among American junior and senior high school students since 1992. Many of these students will attend college within a few years and will bring these difficulties with them.

For years, one response that college and university officials offered regarding drinking on campus was that alcohol use and even misuse was a developmental rite of passage for students and that, if left alone, these students would pass through these stages of involvement with alcohol without great injury or harm (Jessor and Jessor, 1975). More recently, institutions of higher education have focused on education and intervention strategies oriented to individual students (Wallack and DeJong, 1995). This response has reflected the view that those who experience problems do so because of some genetic or characterological deficit, and if ignorance were removed about the effects and dangers of alcohol use or the enforcement of laws and policies, problematic alcohol use would diminish. But, as former deputy drug czar Herbert Kleber stated so clearly, “Education is the cure to the extent that ignorance is the disease” (personal communication, 1989). Here we are more than 10 years later, and we have not “cured” the problem, despite numerous educational programs.

“There is still a great deal to be learned about university campus culture as it interacts with demographic and personality variables to influence the use and abuse of alcohol,” Brennan et al. (1986, p. 490) asserted. In their research, Shore et al. (1983) also surmised that campus factors can affect drinking habits of college students. They found that resistance to peer pressure to drink and the desire to refrain from drinking were more intensely related to college environmental variables than to personal background variables. Moos (1976) found that although many individuals can resist environmental influences, some collegiate environments are powerful enough to influence almost everyone. Shore
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et al. (1983) suggested that the recognition that campus life is isolated or in some way insulated from the “real world” has been one of the most important factors in focusing on immediate environmental variables over earlier developmental influences such as religious orientation or parents’ drinking habits. This focus is consistent with the Core Survey finding that almost one-fifth of students in college report taking their first drink after reaching age 18 (Presley et al., 1996a).

The relationship between environment and behavior is complex; adding to this complexity, collegiate environments can no longer be typified as a single culture nor can students be described as homogeneously as in years past (Upcraft, 1999). More nontraditional students are attending college, and the percentage of ethnic minority students is steadily increasing (National Center for Education Statistics, 1994). In addition, there is a growing recognition that what constitutes a campus environment can be difficult to describe. The boundaries of this environment have become less clear because of the increasing recognition that students receive their communications and messages from a vast number of sources and multiple competing interests. Distance learning, nearby but “off-campus” housing, the local business environment adjacent to campus and the Internet all blur the outlines of where the campus environment begins and ends. DeJong et al. (1998) asserted that there were at least five institutional and community factors that constitute the environment of college for today’s student. Astin (1993) and Pascarella and Terenzini (1991) identified more than 200 “environmental” or factor variables that have varying degrees of influence on individual college students. Many of these factors have been studied independently as well as in relationship to each other.

Although no one conceptual model exists that links college environmental factors with individual student characteristics, the scope of this article is to identify and present relevant moderating environmental variables that have been shown to impact on individual student behavior with regard to alcohol use and misuse. For organizational purposes, this article presents three categories under which many of the environmental variables of concern can be subsumed: physical property variables, organizational property variables and campus/community variables.

In this article, we (1) review and synthesize what is currently known about collegiate environmental factors that impact on the quality of academic life and that influence alcohol use and misuse and (2) identify methodological and research limitations of existing literature and make recommendations for future directions. We do so with the following assumptions:

- Individuals are not passive members of the university or college community. The university campus culture interacts with personality and experiential variables to influence the use and misuse of alcohol.
- The conditions that influence alcohol in the campus environment can be thought of as deriving from a number of properties of campuses, and each of these categories of variables has an impact on student behaviors.
- The categories are not mutually exclusive. Prevention efforts directed to decrease risk for alcohol misuse and illicit substance use and to enhance protective factors must be based on an understanding of how the categories of variables interact with each other.

**Method**

Reviewed in this chapter are articles primarily published within the last 10 years, although some earlier “landmark” studies are also cited. The studies are limited to colleges and universities in the United States but include both 2- and 4-year institutions. Although the focus is on high quality multi-institutional studies using random and representative samples, single college studies are included if they add significantly to an understanding of the research question at hand or point to new research directions. Studies include those that are more descriptive in nature as well as some that have employed more sophisticated analyses. Some new types of analyses, using Core Alcohol and Drug Survey data sets, are presented as examples of promising approaches to future research.

**Results**

Variables germane to this discussion are organized into the following categories: (1) organizational property variables of campuses, including affiliations (historically black institutions, women’s institutions), presence of a Greek system, athletics and 2- or 4-year designation; (2) physical and behavioral property variables of campuses, including type of residence, institution size, location and quantity of high-risk/heavy episodic drinking; and (3) campus community property variables, including pricing and availability and outlet density.

**Organizational property variables of campuses**

Historically black colleges and other racial/ethnic findings. After reviewing various outcomes of those who attend predominantly black or single-gender institutions, Pascarella and Terenzini (1991) found that attendance at a predominantly black institution is not associated with any educational disadvantage. To the contrary, they found that some of the benefits included “larger increases in certain areas of cognitive development, brighter prospects for completing a baccalaureate degree program, and indirectly, the higher post-college earning associated with degree completion” (p. 638).
In two multicollege studies, Meilman et al. (1994, 1995) found that black students were much less likely to indulge in alcohol and high-risk/heavy episodic drinking practices than were white students. In addition, they experienced far fewer damaging consequences of heavy drinking. Although the first published article investigated the differences in drinking habits of more than 40,000 college students, it did not answer the question regarding the drinking habits of black students at historically black institutions and black students at predominantly white institutions. An additional related question for the second article was whether the drinking habits of white students at historically black institutions differed from that of white students at predominantly white institutions. The methodology for the second study entailed a matched sample that included 12,351 students—6,222 at 14 historically black institutions and 6,129 at 14 predominantly white institutions. The second analysis, which corroborated the earlier research findings of distinct ethnic differences in the use of alcohol among college students, found that those differences asserted themselves regardless of institutional setting and that drinking and high-risk/heavy episodic drinking levels at historically black institutions were significantly lower than at predominantly white institutions.

Additional studies using Core Survey findings have shown that Native American/Alaska Native students and white students use the most alcohol, black and Asian students use the least and Latino/Latina students are in a middle range (Presley et al., 1993a, 1995, 1996a,b). Thus, research supports the view that there are institutional factors based on race that may enhance or reduce excessive alcohol use. Predominantly white institutions will show more problematic alcohol use, and historically black institutions will show less.

Women’s colleges. Similarly, Pascarella and Terenzini (1991) reported that attendance at single-gender institutions provided educational benefits “less likely on coeducational campuses. These findings held constant even with student background characteristics and institutional selectivity held constant” (p. 638). Consistent with this report, it is not surprising that additional research has found the following with regard to alcohol use on these types of campuses.

Although many studies indicated that women generally consume less alcohol, engage in high-risk/heavy episodic drinking episodes less frequently and experience fewer negative consequences than men in institutions of higher education (Engs and Hanson, 1985; Presley et al., 1993a, 1995, 1996a,b; Wechsler et al. 1994), the first study to examine the prevalence of women’s drinking and the correlates of women’s drinking at women’s colleges was Wechsler et al. (1995). This study of 508 women found that women at women’s colleges engaged in high-risk drinking (defined as four or more drinks in a row in the previous 2 weeks) less frequently and had fewer alcohol-related problems than women at coeducational institutions.

In a data analysis of six women’s colleges conducted for this article with a sample size of 1,311 students, the Core Institute found that heavy episodic drinking (defined as five or more drinks in a row in the previous 2 weeks) on these campuses ranged from a low of 23% of the women to a high of 42%, with a mean of 32%. The percentage of women who were classified as frequent drinkers (three or more times per week) ranged from 5.6% to 20.9%.

By way of comparison, overall data for women in 1992-1994 (Presley et al., 1996a) indicated that 14.0% of the women at the 89 colleges surveyed were frequent drinkers (three or more times per week), with 30.7% of the women reporting episodes of heavy episodic drinking within the previous 2 weeks. Therefore, the aggregated numbers for women do not look very different from those of the six women’s colleges. However, Core Survey data on women from 1997 from a further analysis of data from Presley et al. (1998) show a frequent drinking rate of 17.4% and a heavy episodic drinking rate of 38.3%, numbers that are substantially higher than for the sample at women’s colleges.

Given the inconsistency in national findings, it is not clear whether there is a meaningful distinction in the drinking rates of women attending women’s colleges as compared with those attending coeducational colleges. More research is necessary to determine conclusively whether attendance at women’s colleges mitigates against excessive alcohol use.

Presence of a Greek system. A number of single institutional studies have found that members of Greek organizations are more likely to drink compared with other students (Klein, 1989; Lo and Globetti, 1993; Werner and Greene, 1992). Each of these studies reported that Greek affiliation—living in a Greek house, belonging to a Greek organization, intent to join the Greek system—is correlated with higher rates of heavy episodic drinking, frequency of drinking and negative consequences. The findings of these studies have been corroborated by data from the College Alcohol Study (Wechsler, 1995) and the Core Institute (Cashin et al., 1998; Presley et al., 1993b). Wechsler found that 60% of the fraternity members had been heavy episodic drinkers in high school and more than 75% of fraternity residents who had not engaged in heavy episodic drinking episodes in high school became heavy episodic drinkers in college. Greek living did make a greater significant contribution than other variables that were studied.

Cashin et al. (1998) found that fraternity and sorority leaders used more alcohol than nonmembers and members alike and speculated that these leaders are participating in setting drinking norms for their groups. An earlier data analysis (Presley et al., 1993b) found that Greek house residents had extraordinarily high levels of problematic alcohol use and negative consequences compared with students in general.
It should be noted that although the presence of a Greek system contributes to the percentage of heavy episodic drinkers on campus, there are also a number of institutions that have no Greek system and yet also have a high percentage of heavy episodic drinkers.

Athletics. Again multi-institutional research (Leichliter et al., 1998; Wechsler et al., 1997) has found that student involvement in athletics, whether partially involved or as a leader, is positively associated with heavy episodic drinking. Athletes were more likely to experience negative consequences of alcohol misuse and illicit substance use than nonathletes.

In addition, it has been demonstrated that athletes who are members of a sorority or fraternity are at even greater risk (Meilman et al., 1999). However, no study to date has looked at the issue in terms of percentages of campuses that have Greek organizations and athletic groups and how these relate to overall campus alcohol consumption and campus culture. Theoretically speaking, institutions that have high percentages of athletes and members of Greek organizations should demonstrate heavier alcohol consumption and related difficulties.

Two- or four-year designation. Data from four 2-year cohorts of colleges and universities show that students at 2-year institutions reported lower average weekly consumption levels and a lower percentage of heavy episodic drinking than students at 4-year schools (Presley et al., 1993a, 1995, 1996a,b).

Physical and behavioral property variables of campuses

Type of residence. Fromme and Ruela (1994) found that although parents and peers were both influential in defining standards of drinking, peers were more influential in terms of affecting actual drinking behavior. The authors suggested that normative influences vary for college students depending on where they reside while attending school.

We speculate that, in fact, students may seek out certain environments based on their expectancies of alcohol use. In a survey of 606 Rutgers University undergraduates, O’Hare (1990) found that there were differences in drinking rates depending on the living arrangements. Commuters living at home were more likely to be lighter drinkers than students who lived on campus. O’Hare found that men were twice as likely to be heavy drinkers if they lived on campus. However, women living independently had higher rates of heavy drinking than women living on campus or at their parents’ homes. These findings appear to dovetail nicely with Harford et al.’s (1983) study, which found that the number of roommates was significantly related to drinking contexts. Students living at home were more likely to drink in nightclubs and bars, and residence hall students were more likely to drink in large, mixed-gender groups in their residences.

Differences in drinking levels were found for Core Survey respondents based on whether they lived in on- or off-campus housing (Presley et al., 1996a). The average number of drinks per week and the number of heavy episodic drinking episodes were all higher for on-campus residents as compared with off-campus residents, and students with the highest levels of consumption and heavy episodic drinking episodes were those who lived in a fraternity or sorority house (Presley et al., 1993b).

Size and region. Research from the Core Institute has shown that size of institution is generally associated with quantity of alcohol consumed, with students at smaller schools consuming greater amounts of alcohol on an average weekly basis than students at larger schools (Presley et al., 1993a, 1995, 1996a,b). It has also been consistently shown that students at schools in the Northeast section of the United States consume more alcohol and have higher episodic drinking rates than students in other sections of the country, with the North Central region not far behind (Presley et al., 1993a, 1995, 1996a,b). These sections of the country also show the highest figures for occasional heavy use and annual and 30-day prevalence rates among young adults generally (Johnston et al., 1998b).

Behavioral variable: Quantity of heavy episodic drinking. Data from the College Alcohol Study (Wechsler et al., 1999) of full-time students at 114 four-year institutions indicated that the median number of drinks consumed by all students regardless of drinking status was 1.5, yet the median number of drinks per week for frequent heavy episodic drinkers was 14.5 drinks per week. One in five students, it was found, was a frequent heavy episodic drinker. This study showed that behavioral norms for alcohol consumption varied widely among students and across colleges. This suggests the utility of looking at the characteristics of institutions where heavy episodic drinking takes place. Campuses where heavy episodic drinking takes place are different environments because of the behavior of the students, and therefore it is useful to learn more about them.

To date, there has been little published on the characteristics of institutions that have high heavy episodic drinking rates versus the characteristics of schools with low and moderate heavy episodic drinking rates. For purposes of this article and to further a discussion about this college context variable, the following analyses were conducted for this article using information from the Core Institute.

In this secondary data analysis we used data from 201 institutions across the nation that administered the Core Alcohol and Drug Survey between 1995 and 1998. The institutions were representative geographically and voluntarily chose to survey their campuses; the students within each institution were sampled in a random and representative fashion. This particular aggregation of data contains 93,536 students. This analysis is presented for demonstration and informational purposes based on suggestions from Patrick...
O’Malley, a fellow participant in the NIAAA-sponsored program that resulted in this supplement and a consultant in the writing of this article.

The Core Survey is designed to assess various factors related to college students’ use of alcohol and other drugs. The four-page questionnaire addresses 39 topics in content areas such as demographics, usage patterns, perceptions of the campus environment, campus climate, campus violence and negative consequences that result from substance use. Reliability and validity data are available and have been described elsewhere (Presley et al., 1993a).

Schools with various heavy episodic drinking rates were identified by determining the overall heavy episodic drinking percentage at each school and then assigning the lowest third of schools to the low heavy episodic drinking (Low HED) category, the middle third to the medium heavy episodic drinking (Medium HED) category and the highest third to the high heavy episodic drinking (High HED) category. For purposes of this presentation, we are operationally defining “heavy episodic drinking” as the consumption of five or more drinks in a row in the previous 2 weeks. The percentage of students who reported heavy episodic drinking in the previous 2 weeks ranged from 9.5% to 39.1% in Low HED schools, from 39.2% to 51.5% in Medium HED schools and from 51.6% to 71.3% in High HED schools.

We then looked at the variable “size of institution” to see how the different types of schools aligned themselves. Using a chi-square analysis, we found no significant relationship with this variable (unlike the relationship with quantity measures noted above). The same was true for public/private status and for immediate location (inner city, other urban, suburban, rural, other). However, there were significant differences by regional location, with the majority of High HED schools located in the Northeast, a plurality of Medium HED schools located in the North Central states and a plurality of Low HED schools located in the South (Table 1).

We then conducted several analyses of variance looking at a number of items on the Core Alcohol and Drug Survey to see how the proportion of students in various demographic categories varied among the Low HED, Medium HED and High HED schools (Table 2).

<table>
<thead>
<tr>
<th>Region</th>
<th>Low HED schools</th>
<th>Medium HED schools</th>
<th>High HED schools</th>
</tr>
</thead>
<tbody>
<tr>
<td>West</td>
<td>23.1</td>
<td>19.7</td>
<td>10.8</td>
</tr>
<tr>
<td>North Central</td>
<td>13.8</td>
<td>39.4</td>
<td>16.9</td>
</tr>
<tr>
<td>South</td>
<td>44.6</td>
<td>13.6</td>
<td>18.5</td>
</tr>
<tr>
<td>Northeast</td>
<td>18.5</td>
<td>27.3</td>
<td>53.8</td>
</tr>
</tbody>
</table>

\[ \chi^2 = 41.35, 6 \text{ df}, N = 196, p < .05. \]

Table 1. Regional location of low, medium and high heavy episodic drinking (HED) schools, in percent

---

<table>
<thead>
<tr>
<th>Variable</th>
<th>Low HED</th>
<th>Medium HED</th>
<th>High HED</th>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greek member</td>
<td>10.8</td>
<td>15.2</td>
<td>17.2</td>
<td>4.301 (2/200) .015</td>
</tr>
<tr>
<td>Age &lt;21</td>
<td>54.8</td>
<td>61.8</td>
<td>64.3</td>
<td>7.427 (2/200) .001</td>
</tr>
<tr>
<td>Male gender</td>
<td>36.7</td>
<td>41.2</td>
<td>42.9</td>
<td>4.951 (2/200) .008</td>
</tr>
<tr>
<td>White</td>
<td>68.0</td>
<td>84.2</td>
<td>89.9</td>
<td>30.936 (2/200) .000</td>
</tr>
<tr>
<td>Living on campus</td>
<td>49.1</td>
<td>59.2</td>
<td>65.6</td>
<td>6.607 (2/200) .002</td>
</tr>
<tr>
<td>Fraternity housing</td>
<td>1.2</td>
<td>2.6</td>
<td>3.2</td>
<td>4.225 (2/200) .016</td>
</tr>
</tbody>
</table>

Note: HED = heavy episodic drinking.

Based on these univariate analyses, some statements can be made about the presence of different types of groups that constitute the campus culture. Compared with Low HED and Medium HED schools, at those schools designated as High HED, more students on average belong to a fraternity or sorority, more of the student body is undergraduate, more of the students are white, more of the students live on campus and more fraternity housing is available.

In this brief demonstration on the single variable called heavy episodic drinking, there is support for some of the research findings both in single institution studies and multi-institution studies with regard to demographic and environmental factors influencing collegiate drinking. This type of analysis represents a promising approach that can be employed with other types of variables or campus drinking typologies.

However, it may be useful to take this a step further and conduct multivariate logistic regressions predicting High HED institutions (versus Low HED and Medium HED institutions). Such a procedure was performed utilizing the univariate predictors described in the analysis above. The overall model chi-square was significant (\[ \chi^2 = 55.06, 6 \text{ df}, p < .0001 \]), but the only significant predictors (based on the Wald test and significant odds ratios [ORs] at the 95% confidence interval) were male gender (OR = 1.05; range: 1.02-1.08) and white race (OR = 1.18; range: 1.06-1.18).

These analyses indicate that institutions with a larger proportion of males are 1.05 times more likely to be High HED institutions. Institutions with a large majority of white students were approximately 1.2 times more likely to be High HED institutions.

The same analyses were performed to predict Low HED institutions (versus Medium HED and High HED). Although the model was significant, even for Low HED institutions, only male gender and white race were significant predictors. Institutions with Low HED rates were slightly less likely to have a high percentage of male and white students. Although previous analyses have indicated that blacks and whites at historically black institutions consumed less alcohol than blacks and whites at predominantly white institutions, an analysis was performed to determine the level.
of heavy episodic drinking by nonwhites at the three categories of institutions (Low HED, Medium HED and High HED). A cross-tabulation was performed between heavy episodic drinking by minority students and the heavy episodic drinking level of the institution ($N = 17,165$). The resulting chi-square was significant ($\chi^2 = 477.30$, 2 df, $p < .001$). The heavy episodic drinking percentages for nonwhites at the Low HED, Medium HED and High HED institutions were 23.9%, 32.8% and 43.7%, respectively. Minority students at Low HED, Medium HED and High HED institutions engaged in heavy episodic drinking practices in environments that foster that behavior, although their rate of heavy episodic drinking was lower than that of white students.

**Campus community property variables**

Every college or university has an institutional culture that differs from that of every other institution, whether it is based on student demographics, entrance requirements, cost, traditions, competitiveness, athletics, size or region of the country. However, there are some other external environmental variables that may influence drinking. These factors include the availability of alcohol, pricing, density of distribution outlets (i.e., bars and clubs) in the area surrounding the campus, the social settings where drinking takes place and campus customs. Such factors all play a role in shaping the drinking environment for students (Newman et al., 1991). It is not within the scope of this discussion to describe student- and peer-related factors that impact on the drinking environment, but rather to discuss environmental factors—community availability, pricing, server density—that affect student drinking behavior. As Sanford (1962) said, “If we are interested in understanding the institution, we must identify and appreciate how the external environment shapes the institution” (p. 73).

**Pricing.** Using statistical economic simulation techniques, Chaloupka (1993) found that increases in alcohol beverage prices would lead to substantial reductions both in the frequency of youth alcohol consumption and in heavy drinking among the young. In addition, utilizing the same technique and six nationally representative data sets, he found that alcohol use and motor vehicle accident mortality rates were negatively related to the cost of alcohol and concluded that college completion rates are positively related to this cost. Chaloupka found that the effects of excise tax hikes on drinking exceeded the effects of establishing the uniform legal drinking age of 21 in all states studied. In 1998, Chaloupka et al. (1998) expanded the concept of price and economic impact to include not only the monetary price of alcoholic beverages, but also a wide variety of other “costs” of drinking and heavy drinking, including time spent obtaining alcohol and legal costs associated with drinking-related behavior. This research clearly demonstrates that increases in total cost can significantly reduce consumption and thereby many of the problems associated with alcohol use and misuse.

Although these studies were not specifically designed for assessment of university policies, they certainly pose interesting research questions with regard to pricing issues in and around the campus environment.

**Outlet density and drinking venues.** A concept that has risen to the forefront of the prevention research agenda entails going beyond some of the previously described factors related to drinking risk and looking at the environmental context of drinking (Clapp et al., 2000). Although there is no standard definition for drinking contexts, Clapp et al. (p. 141) utilized the Harford (1978) definition: “The antecedents of alcohol consumption are to be found in the interaction between the individual and his environment . . . the consumption of alcoholic beverages is situationally specific, rather than a trans-situational property of specific individuals” (p. 289).

In their study, Clapp et al. (2000) found that parties, dates and socializing and being with friends were the most common situations where students reported their last heavy drinking event took place. (In addition, for males, playing drinking games increased the likelihood of experiencing alcohol-related problems in these settings by a factor of five.) Similarly, in a broader national study of drinking contexts, Hilton (1991) reported that across all types of consumption patterns, the presence of coworkers, close friends and neighbors increased the amount of alcohol consumed. Hilton also found that men drank more than did women in bars and public places as well as at private parties.

Although the Clapp et al. (2000) study is a single institution collegiate study, it is well constructed and scientifically rigorous in its methodology. It explores some contextual variables that may engender risk for students on college campuses and also identifies protective factors. The authors strongly suggest that research into college student drinking should utilize both individual variables as well as the contextual variables antecedent to drinking.

According to Gruenewald (1999), research has shown three things: (1) population growth leads to a greater number of alcohol outlets, (2) greater numbers of outlets relate to greater alcohol use and (3) greater use results in alcohol-related problems. Although this research is mainly focused on the community setting, his description of the community is analogous to that which exists for many colleges. His research found that, when outlet concentrations increased and multiple drinking venues existed, both long-term and short-term drinking problems also increased. His research study is awaiting final publication, but his initial approaches describing availability, density and server training variables as community prevention strategies are preliminarily leading to reductions in injury, assaults and other alcohol-related negative consequences. This approach must be studied further to assess the impact on college student drinking.
The significance of this research is that bars, parties and Greek organization events appear to be a popular way for college students to socialize and engage in alcohol use and problematic use. Thus there may be some impact on student drinking if the number of on-campus and near-campus sites where students can drink can be reduced. Research suggests that increasing the cost per unit of alcohol would also help.

**Conclusion: Research Issues and Implications**

There are many unresolved issues with regard to research in this field but one of the most basic is how to determine the extent to which student drinking can be attributed to particular factors in the educational setting. Logically, we should consider a model of prevention that addresses the environment, student campus culture and various individual factors to reduce high-risk alcohol use. In other words, we need a cogent model that brings all these factors together to make a complete picture.

Given the complexities of campus environments, and in defining components of these environments, it is somewhat difficult to firmly establish what are the most compelling environmental causative factors. Colleges and universities are embedded in an extraordinary number of environments as well as an ever-changing contemporary social scene and collegiate culture. Confounding the environmental issue, each college attracts students who choose on an individual basis to drink or not drink for a variety of reasons that have no relation to the collegiate environment.

A good deal of research on the collegiate population has shown that individual characteristics are not always the best predictors of safe and responsible drinking patterns. Identifying institutional variables such as size, public or private control and gender or racial makeup has provided researchers with an aggregated list of potential predictors. Although this helps, to date this research has proved to be of limited value. Rigorous analytical techniques applied to regression models and structural equation modeling have also contributed some as well, but not much more than the descriptive analyses provided by other, simpler studies. On a practical level, what we know may be interesting, but one cannot ordinarily use this knowledge to manipulate a college’s characteristics for the sole purpose of changing the college’s drinking culture.

One way of approaching the problem would be to attempt to match or equate college environments in some respects and see how they compare on other variables. This approach is workable with only a small number of variables; the impracticality of matching colleges on many variables becomes evident quickly when one looks at the potentially vast array of collegiate characteristics.

Another complicating factor in this line of inquiry relates to variations in the units of analysis that are employed. Many different units of analysis have been identified, and these add richness to the field but also complicate the ability to make firm statements about what is known. For example, a unit of analysis can be the student, the institution, certain categories of students, certain types of institutions or particular categories of students within particular types of institutions. Another unit of analysis issue revolves around measures of alcohol consumption: Do we use quantity, or frequency, or a categorization of use based on quantity and frequency? The high-risk/heavy episodic drinking measure can be identified as four or more drinks in a sitting, five or more drinks in a sitting or more than five drinks in sitting; and the time frame for this can be 2 weeks or 30 days, depending on the study. Differing cut points and time frames can seriously affect the conclusions we reach. Thus, in multi-institutional samples where data are aggregated, it is not often easy and sometimes controversial to determine which units of analysis should be employed. At the same time, focusing on the simplest unit and focusing on answering one question at a time do not do justice to the complexity of relationships that may exist.

Despite the methodological inconsistencies and variations in the reported studies, there are commonalities in what is known. There exists incontrovertible evidence that many students drink often and some drink to harmful levels. There is consistent information regarding the negative consequences of drinking. There are regional differences, racial differences and gender differences. There are also differences relating to housing, athletics and Greek organization affiliation. More emphasis on multivariate techniques may be necessary to begin to capture the complexity here.

We believe that models need to be developed where the institution and the individual are examined in relation to each other. This means identifying relevant variables and producing study designs based on what is presently known from the college alcohol literature and also extending our grasp outward into areas traditionally handled by the fields of organizational behavior, community psychology, sociology and social psychology.

To further the discussion in this area and move the field forward, we offer some additional research suggestions:

- Since outlet density and pricing are shown to be highly correlated with drinking, studies need to be conducted that look at these factors with respect to colleges. Specifically, baseline studies on outlet density and pricing need to be conducted, and then analyses need to be performed that explore the relationship between density and pricing on the one hand and the presence of high heavy episodic drinking schools on the other hand.
- Studies need to be conducted in the area of “self-selection,” that is, whether students perceive and accurately identify the “high heavy episodic drinking institutions” and self-select for matriculation at these institutions.
- Studies need to be conducted as to how prospective students arrive at their perceptions of institutions as having a high rate
of drinking. For example, are those perceptions based on word of mouth, *Playboy* magazine rankings of party schools, alumni reports, current students’ reports, general reputation, accessibility to bars or tolerance of the administration?

- Studies need to be designed that assess the surrounding community’s tolerance of drinking. For example, do the local outlets have a reputation for “easy carding” policies, penny “drink nights,” ladies nights and other marketing activities intended to promote excessive drinking targeted at college students?
- Although research has been conducted in the area of students’ perceptions of *other students’ drinking*, research has not yet been conducted in the area of perception of the campus’ drinking norm relative to *other campuses’ drinking norms*. In other words, do students perceive their campus as having higher use, less use or about the same use as other college campuses and how does this relate to consumption? Such analyses have the potential to explain some of the variance from an institutional/environmental context.
- Although the environment and the context of drinking occasions is important, research that truly seeks to understand the nature of the problem on campuses must also include individual variables. For example, aside from perceptions regarding schools’ reputations for heavy episodic drinking, the availability of alcohol and other factors noted above, what are students’ individual beliefs about alcohol, drinking histories, developmental expectations and perceptions of risk, which may increase the probability of high-risk drinking patterns within the college setting?

The issue is complex, and addressing the problem is complicated. Models for a solution must be powerful enough so that we can arrive at cogent, integrated responses that will help us move forward.
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